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Preface

The 14th Portuguese Conference on Artificial Intelligence, EPTIA’2009, took
place at Hotel Melid Ria, in Aveiro, Portugal, in October 12-15, 2009. This inter-
national conference was organized by the University of Aveiro and, as in previous
years, was held under the auspices of the Portuguese Association for Artificial
Intelligence (APPIA). The purpose of EPTA’2009 was to promote research in all
areas of Artificial Intelligence (AI), covering both theoretical /foundational issues
and applications, and the scientific exchange among researchers, engineers and
practitioners in related disciplines.

To promote discussions among participants, EPTA’2009 was structured as
a set of thematic tracks proposed by the international AI research community.
Thematic tracks are intended to provide an informal environment that fosters
the active cross-fertilization of ideas between researchers within specific sub-
areas of Al, including theoretical/foundational, integrative, application-oriented
and newly emerging areas. The proposals received in response to a public Call for
Thematic Tracks were evaluated by the Program Chair and the General Chairs
in consultation with the Advisory Committee. The following tracks were selected
and included in the conference program:

AITUM — Artificial Intelligence in Transportation and Urban Mobility
ALEA — Artificial Life and Evolutionary Algorithms

CMBSB — Computational Methods in Bioinformatics and Systems Biology
COLA — Computational Logic with Applications

EAC - Emotional and Affective Computing

GAI — General Artificial Intelligence

IROBOT - Intelligent Robotics

KDBI — Knowledge Discovery and Business Intelligence

MASTA — Multi-Agent Systems: Theory and Applications

SSM — Social Simulation and Modelling

TEMA — Text Mining and Applications

WNI — Web and Network Intelligence

Each track was coordinated by an Organizing Committee composed of, at
least, two researchers in the field, from different institutions. An international
Program Committee, with recognized researchers within each track’s scientific
areas, was created.

In response to the Call for Papers, a total of 163 paper submissions were re-
ceived from 21 countries, namely Australia, Austria, Belgium, Brazil, Bulgaria,
Cuba, France, Germany, Hungary, India, Iran, Italy, Kuwait, Netherlands, Por-
tugal, Singapore, Spain, Taiwan, Tunisia, United Kingdom and USA. All sub-
missions were evaluated by at least three members of the Program Committees
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of the respective tracks and were selected for presentation at the conference on
the basis of quality and relevance to the issues each track is addressing. A se-
lection of higher quality papers presented in the different tracks is published in
a book edited by Springer. The remaining papers are published in this proceed-
ings volume. The numbers of submitted papers in each track and the respective
numbers of accepted papers are given in Table 1. The overall acceptance rate
was 65%.

Table 1. Numbers of papers submitted, accepted and selected for inclusion in the
Springer book.

Submitted Accepted Springer LNAI 5816

AITUM 11 7 3
ALEA 12 7 3
CMBSB 5 3 2
COLA 10 8 5
EAC 7 5 3
GAI 11 7 3
IROBOT 27 17 10
KDBI 17 12 7
MASTA 22 13 7
SSM 10 8 4
TEMA 25 15 7
WNI 6 4 1
Total 163 106 55

This edition of EPIA featured, for the first time, a Nectar Track, that is, a set
of plenary sessions with a selection of top-quality papers accepted in the different
tracks. The Nectar Track aims to promote the dissemination of information
between research groups with different interests within the Al field, as well as the
cooperation between different research groups and the development of integrative
research projects. The Nectar Track also aims to provide increased visibility to
some of the best papers in the conference program and, in so doing, provide a
general view of the Al field and its currently hot topics. After consultation with
the EPTA’2009 Advisory Committee, the following papers were included in the
Nectar Track:

— “A Data-Based Approach to Integrating Representations of Personality Traits,
Values, Beliefs and Behavior Descriptions”, by Boon-Kiat Quek, Kayo Sakamoto,
and Andrew Ortony

— “Comparing Different Properties Involved in Word Similarity Extraction”,
by Pablo Gamallo Otero

— “Constraint-based strategy for pairwise RNA secondary structure predic-
tion”, by Olivier Perriquet and Pedro Barahona
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— “Cost-Sensitive Learning Vector Quantization for Credit Scoring”, by Ning
Chen, Armando S. Vieira, Jodo Duarte, Bernardete Ribeiro, and Jodo C.
Neves

— “Efficient Coverage of Case Space with Active Learning”, by Nuno Filipe
Escudeiro and Alipio Mério Jorge

— “How much should agents remember? The role of memory size on convention
emergence efficiency”, by Paulo Urbano, Joao Balsa, Paulo Ferreira Jr., and
Luis Antunes

— “Roles, Positionings and Set Plays to Coordinate a RoboCup MSL Team?”,
by Nuno Lau, Luis Seabra Lopes, Nelson Filipe, and Gustavo Corrente

— “Semantic Image Search and Subset Selection for Classifier Training in Ob-
ject Recognition”, by Rui Pereira, Luis Seabra Lopes, and Augusto Silva

— “Sensitivity Analysis of a Tax Evasion Model Applying Automated Design
of Experiments”, by Attila Szabd, Laszlé Gulyés, and Istvan Janos Téth

— “Type Parametric Compilation of Algebraic Constraints”, by Marco Correia
and Pedro Barahona

— “Using Operator Equalisation for Prediction of Drug Toxicity with Genetic
Programming”, by Leonardo Vanneschi and Sara Silva

In addition to the parallel sessions for the different tracks and the plenary nec-
tar sessions, the program of EPIA’2009 included plenary talks by distinguished
researchers in the Al field, namely:

— Hod Lipson, from Cornell University, with a talk on “The Robotic Scientist:
Mining experimental data for dynamical invariants, from cognitive robotics
to computational biology”.

— Marie-Francine Moens, from Katholieke Universiteit Leuven, with a talk on
“More than Just Words: Discovering the Semantics of Text with a Minimum
of Supervision”.

— Demetri Terzopoulos, from University of California, Los Angeles, with a
talk on “Artificial Life Simulation of Humans and Lower Animals: From
Biomechanics to Intelligence”.

Finally, the program of EPTA’2009 also included the 2nd Doctoral Symposium
on Artificial Intelligence (SDIA).

EPIA’2009 was organized in cooperation with the Special Interest Group
on Artificial Intelligence of the Association for Computing Machinery (ACM-
SIGART) and the Portuguese Chapter of the IEEE Computational Intelligence
Society. The conference was co-sponsored by the Portuguese Research Founda-
tion (FCT) and IEEE Portugal Section. The participation of Demetri Terzopou-
los as invited speaker was funded by the Organizing Committee of the ALEA
Thematic Track. We highly appreciate and thank the collaboration of the mem-
bers of all committees, namely the Advisory Committee, the Organizing Com-
mittees and Program Committees of the different tracks and the Organizing
Committee of SDIA. We also thank invited speakers, authors, referees and ses-
sion chairs for their contributions to the conference program. Thanks are also due
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to Microsoft Research, for their Conference Management Service (CMT), which
was freely used for managing the paper submission and evaluation processes in
EPIA’2009.

Aveiro, October 2009 Luis Seabra Lopes
Nuno Lau

Pedro Mariano

Luis M. Rocha
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Minimizing Airport Peaks Problem by Improving
Airline Operations Perfor mance through an Agent Based
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Abstract. Airports are important infra-structures for the &iansportation
business. One of the major operational constrértise peaks of passengers in
specific periods of time. Airline companies takéoionsideration the airport
capacity when building the airline schedule andaose of that, the execution
of the airline operational plan can contributertgpiove or avoid airport peaks
problems. The Airline Operations Control Center (AOCqEs to solve
unexpected problems that might occur during thénairoperation. Problems
related to aircrafts, crewmembers and passengerscanmon and the actions
towards the solution of these problems are usukiigpwn as operations
recovery. In this paper we propose a way of meaguhie AOCC performance
that takes into consideration the relation thastsxbetween airline schedule
and airport peaks. The implementation of a DisteduMulti-Agent System
(MAS) representing the existing roles in an AOCQprissented. We show that
the MAS contributes to minimize airport peaks withoincreasing the
operational costs of the airlines.

Keywords: Disruption management, multi-agent system, airppération.

1 Introduction

Airports are a very important infrastructure for aiansportation. They provide
services for airlines and, also, for the passentgesfly on those airlines. Airport
operators like to speak of the business of theodirpn terms of throughput of
passengers and cargo as represented by the anmlaénof passengers processed or
the annual turnover of tons of air freight. Thiseistirely understandable because,
most likely, the annual income is determined byéhevo parameters. However, from
an operational point of view, it is the peak flo@mt determine the physical and
operational costs involved in running a facilityssigning staff and physical facilities
are much more dependent on hourly and daily regqurgs than on annual
throughput.
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Airline companies, during their Airline ScheduliRgocess (especially during the
Flight Schedule Generation phase) take into corsiib® the agreed schedule
regarding departures/arrivals of the airports, eislg important on hub airports (for
more information regarding this process see [8]ye6 the above, we believe that it
is important for the airline company to operatecading to the schedule, not only due
to the fact that the airline schedule is the optiomee from the airline perspective but,
also, because it takes into consideration the diqapacity and, therefore, the airport
peaks. Through operations control mechanisms tieeaicompany monitors all the
flights checking if they follow the schedule thaaswpreviously defined by other areas
of the company. Unfortunately, some problems adsgng this phase [5]. Those
problems are related to crewmembers, aircrafts aadsengers. The Airline
Operations Control Centre (AOCC) is composed bynteaf people specialized in
solving the above problems under the supervisioarobperation control manager.
Each team has a specific goal contributing to ttraraon and general goal of having
the airline operation running with few problemspassible. The process of solving
these problems is known as Disruption Managemetjtdi Operations Recovery.

In this paper we propose a way of measuring the 8@€rformance so that, in the
decision process, the AOCC takes into accountdlaion that exists between airport
peaks and the airline schedule. We present theatectire and specification of a
multi-agent system that was developed for a redinai company, that uses our
proposed measure (among other criteria) to soleeatipnal problems.

The rest of the paper is organized as follows.eletion 2 we present some related
work. Section 3 explains the relation between airpeaks and airline schedule and
proposes the AOCC performance criteria. Sectionhdws the architecture and
specification of our MAS. In section 5 we presdm scenario used to evaluate the
system as well as the results of the evaluatiomallyi, we discuss and conclude our
work in section 6.

2 Redated work

We divided the bibliography we have analyzed ir¢hmain areas: aircraft recovery,
crew recovery and integrated recovery.

Aircraft Recovery: Liu et al. [12] proposes a “multi-objective geioetlgorithm to
generate an efficient time-effective multi-fleetcaaft routing algorithm” in response
to disruption of flights. It uses a combinationaofraditional genetic algorithm with a
multi-objective optimization method, attempting tptimize objective functions
involving flight connections, flight swaps, totdight delay time and ground turn-
around times. According to the authors “(...) thepmeed method has demonstrated
the ability to solve the dynamic and complex prablef airline disruption
management”. As in other approaches, the authorsisgothe delay time in the
objective functions trying to minimize the delays &ll aircrafts and flights. Although
there are other differences regarding our appraaehmain one is that we emphasize
the role of the airport trying to minimize the @ifénce between the real and schedule
plan of the airline at each airport.
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Crew Recovery: In Abdelgahny et al. [1] the flight crew recovargoblem for an
airline with a hub-and-spoke network structure dslrassed. The paper details and
sub-divides the recovery problem into four categgirimisplacement problems, rest
problems, duty problems, and unassigned problenhe froposed model is an
assignment model with side constraints. Due tostepwise approach, the proposed
solution is sub-optimal. According to the authdne tool is able to “solve for the
most efficient crew recovery plan with least deigiat from originally planned
schedule”. The major drawback is that it only imlgla one resource (crew) and does
not consider the passenger dimension.

Integrated Recovery: Bratu et al. [4] presents two models that comnsidarcraft
and crew recovery and through the objective fumctf@xuses on passenger recovery.
They include delay costs that capture relevant Ihotsts and ticket costs if
passengers are recovered by other airlines. Theeig is to minimize jointly airline
operating costs and estimated passenger delayismgtibn costs. According to the
authors, “(...) decisions from our models can posdiytireduce passenger arrival
delays (...) without increasing operating costs”. Thain difference regarding our
approach is that we emphasize the role of the ditpong to minimize the difference
between the real and schedule plan of the airlireaah airport. Castro and Oliveira
[6] present a Multi-Agent System (MAS) to solveliai operations problems, using
specialized agents in each of the three usual ditoes of this problem: crew, aircraft
and passengers. The authors only use operatiorsté @n the decision process
ignoring if the AOCC is near the original schedotenot.

Other Application Domains. Agents and multi-agent systems have been applied
both to other problems in air transportation don@id in other application domains.
A brief and incomplete list of such applicationdldas. Tumer and Agogino [14]
developed a multi-agent algorithm for traffic flamanagement. Wolfe et al. [15] uses
agents to compare routing selection strategies dflatworative traffic flow
management. For ATC Tower operations, Jonker ¢9phave also proposed the use
of multi-agent systems. As a last example, a nagént system for the integrated
dynamic scheduling of steel production has beepgwed by Ouelhadj [13].

3 Airport Peaks, Airline Schedule and Oper ations Perfor mance

According to Ashford et al. [2] there are four wapfsdescribing variations in demand
level with time:

1. Annual variation over time.

2. Monthly peaks within a particular year.

3. Daily peaks within a particular month or week.

4. Hourly peaks within a particular day.

The first one is very important from the viewpooft planning and provision of
facilities. For our work, we concentrate on monthdgily and hourly peaks, because
these are the ones that have more impact on ddgyt@perations of the airports and
airlines. The goal of airport operators is to spgreeemand more evenly over the
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operating day in order to decrease the costs atedonith running the airport at peak
times, avoiding, as much as possible, situatidesttie one presented in Figure 1.

On the other hand, airlines are looking to maximilet utilization and offer
flights in more attractive slots. Additionally, lires that operate in a hub-and-spoke,
due to the characteristics of such an operatiomt ¢\gaminimize the total travel time
and, for that, they need to rapidly connect thespagers that are arriving from long-
haul flights to short-haul flights and vice-versa.

10— London Heathrow

9l

8l

7

snt of dally traffic

Porce

0000 0400 0800 1200 1600 2000 2400
Time

Fig. 1. Hourly variations of passenger traffic in a tygipeak day (Source: BAA plc.)

As it is possible to see in Figure 2 this type efwork makes airline companies to
schedulewvaves, that is, a high number of aircrafts arriving epdrting at the hub in a
short time interval.

T T
Arrivals =
Departures &===3

No. of movements
)

20 L s L L L s L L L
04:00 06:00 08:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00 24:00
Time

Fig. 2. Schedule structure of the Alitalia hub in MilaviXP). (Source: [7])

Given the difference between the goal of the airpperator and the goal of the
airline, there is, therefore, “a potential conflicktween the airline satisfying its
customer, the passenger, and the airport attempdingfluence the demands of its
customer, the airline” [2]. Because of that, ifrigportant that airport operators and
airlines cooperate regarding the flight schedufindisn.
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International Air Transport Association (IATA) hdsveloped a general policy in
scheduling so that, at some airports with offidialitations, general government
authorities carry out the coordination. From oumopersonal knowledge of the air
transportation business as well as according tdfokdhet al. [2], it is much more
common the situation where the airlines establismiselves an agreed schedule
through the mechanism of airport coordinator. Téwgést or national carrier of the
airport, assumes the role of airport coordinatoARTin Lisbon, Lufthansa in
Frankfurt and BA in Heathrow, for example) and amsannual IATA scheduling
conferences, they are able to set an agreed sehfiuhe airports they represent. As
we stated before, the Airline Scheduling Procekeganto consideration the agreed
schedule. The goal of that process is to creataidine schedule that is optimal in
regard to a given objective, usually operating ipf@, that is, minimum costs and
maximum revenues. To operate according to the sibdeési not an easy task. Airline
companies face a lot of unexpected events duriagfferations of their flights [11].
However a good disruption management process stexistl to minimize the impact
of the unexpected events and, according to Yu fé&ijrn to the original schedule as
soon as possibleFor that, the AOCC should take decisions whenisgldisruptions
that tend to the original schedule. We propose tagure the performance of
AOCC's according to Equation 1.

n 14l IF] (1)

p= z Z|Adt{f,a,t}| t+1Aat (s o5

t=1a=1f=1
where
f € F;F ={flights}, a € A; A = {airports}
t = time period (days),t = a < f3,
a = start datetime of the AOCC
B = end datetime of the AOCC
Adti; o 5 ¢ schedule/actual departure variation

Aaty; o4y ¢ schedulefactual arrival variation

We might say that if->0 (tends to) then the real operation of the ragriis running
near the original schedule contributing to imprdtie performance of the airport
during peak times. At the same time, we might $@y the AOCC is contributing to
minimize the real operational costs. In the nextisa we present the multi-agent
system (MAS) we have developed to help the AOC@& MIK\S uses the performance
criteria above (Equation 1) and, also, other dateglated with operational costs.

4 System Architecture and Specification

System overview: This section presents the architecture and spatitit of the
multi-agent system (MAS) we have developed forainkne operations control centre
(AOCC). Figure 3 shows one instance of the architecof the system. There are
seven types of agents:

1 Assuming the original schedule as the optimal one.
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— Monitor, which monitors the operation of the airline compa

- EventType, which defines the types of events that must teatied.

- ResolutionManager, which receives a problem and manages the regoluti
cooperation with the specialist agents.

- SmmAnneal and HillClimb, specialist agents responsible for the resolutibma
problem, using simulated annealing and hill clingpathms, respectively.

— Supervisor, the agent that interacts with the human supervishowing the
solutions proposed and requesting authorizatiapfy them.

— ApplySolution, the agent that is responsible to apply the gmiutin the
environment.

Figure 3 shows also the existence of a data stdrieh has information about the
airline company operations. The data store is aeckby théMonitor, Specialist and
ApplySolution agent. The communication between the agents ig diorough the
JADE system [3] and the data is passed betweertsagsiserializable Java objects.

Informs ElEventType = = []applySolution

Defines Authorizes
= Monitoring ----------- .
.. | ESupervisor
Red‘SDI T Operational
)
= ResolutionManager
Prop Sol
RFP
| simmanneal = Hillclimb

Fig. 3. Overall architecture of the Multi-Agent System

Airline Schedule and Actual Operational Plan Definition: In a simplified
version of an airline schedule, we may say thas icomposed of flights and the
resources necessary to perform those flights &ftrand crewmembers), in a specific
period. The AOCC typically takes control of thelia operational plan some
hours/days before the operation of a flight urdgiing hours/days after. We can define
the airline schedule plan S as:

S ={straryStran = (id, D 0.0 07 0.0 Wy O 0.6 AT ary M 0y 0 any)} (2)
tza<f

where

id : flight identification

dpj; oz ¢ sched. departure airport; dpj; ., €A, dpj . =a

a1} a0y ¢ SChed. arrival airport; arf, ) €A, arf g +a

dtf . ¢ sched. departure date time

atfy ., ¢ sched. arrival date time

acf, .4 ¢ Sched.aircraft assigned flight; acf; , 4 € AC: AC = {aircrafts}

Cmff‘ﬂﬂ : sched. crew assigned flight; Cmff’m) € CM:CM = {crewmembers}

t0f; . + Sched.total operational cost
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Similarly, the actual operational plan R can berdef as:

R ={rragiTiran = (i APl 0 0,07 00, A7 0,00 07 0.0 0] 0.0, M7 003101 0.)) (3)
tza<p

In the case of Equation 3 the components reflexiattitual data as opposed to the
schedule data in S (the airline schedule plan).

Problem Specification: When agenMonitoring detects a problem that needs to be
solved, a problem is raised and a solution is rsigae (through &ipa-Request?
protocol) from theResolutionManager agent. Equation 4 represents the problem.

P = {P(r,00: Piran) 4)
= (id' A0t 0. €t a0y M rary Wi acy SV 0.0y Wiy DAt ay 580 0,000 107 a0y Str )“-t})}

tza<p

where

id : problem id.

At 0y = Aoy

ets,‘a“ € E:E = {flight delay,crew delay,pax delay}
dlyg;‘n’t) : minutes of delay

o _
00 = t”ff,a,:)
svr{;u) € SV:SV = {warning, problem}

| - i v P . » 3
tW g F tIMeE window for change, a < (rwcr,a,r} — dt{r,azt))' B> (twu”) + dt{f,a,t))

— {szf,n,t)’ if Et;u,t) = {crew delay}

P
cm
rat) o, otherwise

0, if Piy.aq raised by Monitor agent

P = s bi . . .
bgan {> 0, after CFP by ResolutionManager agent bid dealine in minutes.

0, if Pir.an) raised by Monitor agent

L . . . o
csdi o = {) 0, after accept_proposal by ResolutionManager agent - candidate solution deadline in minutes.

For example: crewmember 231, delayed 10 minutedlifgint TP438, departing
from Lisbon would be represented as problem:

p{tp438,|i5’0715}:(001,09/07/01'0715,Crew delay,231,10, problem,&@,@&"smmp .

At this stage, thdlonitoring agent only adds to theroblem, information related with
the operational plan time window that should beolagd in the resolution process. In
the example above, each specialist agent only derssiflights between 04:15 and
10:15 of day 09/07/01 (09/07/01 07:15 + 3 hours).

Resolution Manager: Agent ResolutionManager responds to the request from
Monitoring agent, issuing a RFP to the specialist ag&msnAnneal andHillClimb
and adding to théroblem the bid deadline and the deadline to receive ckatei
solutions (for example, Bghass jis.o71571 @and cSlipass iis 071575)- At this level &Fipa-
Contract.net protocol is used to negotiate with the speciaigents. The specialist
agents interested to respond to the RFP, shouldfesathat intention before the bid
deadline. The specialist agents have a limited anofi time to find a candidate
solution that is represented by &sghas s, 0715 N Prpass,is.o715 (€Xample above). The
first step of the specialist agents is to obtamftlghts that are in the time window of
the problem, represented byp;\%‘;gg,.ison@ The set F{, represents these initial

2 http://www.fipa.org
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flights and will be the initial solution of the fstem. The crewmembers and aircraft
exchanges are made between flights of,FTFinally, when a candidate solution is
found, the specialist agents send it to fResolutionManager agent. Equation 5
defines a candidate solution.

PS = (psgy: 5y = (id, £l iclsy, UL} fembSy), era) )} ©)
where

p EPR

id : problem solution identification

icgj}: initial solution cost

fepy ¢ final solution cost
s

{fth} ¢ FTy

{emf} C CM

A representation of a candidate solution for thaneple problem above could be:
PSo001;=(1200,959 {flights},{crewmembers}ass iis0715)-

For each and all candidate solutions adeesblutionManager calculates the AOCC
Performance, using Equation 1. The candidate solution with tieimum value of
p will be the one that it is sent to tBapervisor for approval.

Solution generation and evaluation: The generation of a new solution, by the
specialist agentslillClimb and SmmAnneal, is made by finding a successor that
distances itself to the current solution by ond,uhat is, the successor is obtained by
one, and only one, of the following operations:

- Swap two aircrafts between flights that belonghe flights that are in the time
window of the problem.

- Swap two crewmembers between flights that belonthéoflights that are in the
time window of the problem.

- Swap an aircraft that belongs to the flights tha i the time windows of the
problem with an aircraft that that is not beingdise

- Swap a crewmember of a flight that belongs to fights that are in the time
window of the problem with a crewmember that ismitduty, but is on standby.

When choosing the first element (crewmember orrafitlcto swap, there are two
possibilities:
— Choose randomly
- Choose an element that is delayed.

This choice is made based on the probability ofoshrey an element that is late,
which was given a value of 0.9, so that the alparg can proceed faster to good
solutions (exchanges are highly penalized, so éhgasn element that is not late
probably won't reduce the cost, as a possible gavinchoosing a less costly element
probably won't compensate the penalization assediatith the exchange). If the
decision is to exchange an element that is delapedjst of flights will be examined
and the first delayed element is chosen. If thasiat is to choose randomly, then a
random flight is picked, and a crewmember or theraft is chosen, depending on the
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probability of choosing a crewmember, which wasegiva value of 0.85. When
choosing the second element that is going to swibp the first, there are two
possibilities:

— Swap between elements of flights.

- Swap between an element of a flight and an eletthanisn’t on duty.

This choice is made based on the probability obshg a swap between elements
of flights, which was given a value of 0.5. The leation of the solution is done by
an objective function that measures four typesosfs:

- The costs with crewmembers. Those costs take mtsideration the amount that
has to be paid to the crewmember (depends on ttagialu of the flight), and the
base of the crewmember (for instance, assign amesaber from Oporto to a
flight departing from Lisbon has an associated thust would not be present if the
crewmember’s base was Lisbon).

— The costs with aircrafts. Those costs take intcsiciaration the amount that has to
be spent on the aircraft (depends on the duratidgheoflight), and the base where
the flight actually is.

— The penalization for exchanging elements.

— The penalization for delayed elements. The cogsicst®d with this aspect is the
highest, because the goal is to have no delayadkals.

These types of costs are taken into account in titqué:

tc = emc + amc + exW = numE + dIW + numD (6)

Where
oo @
cme = Z (c; * bcf)/mumCm
i=1
where
i € CM; CM = {all crewmembers in flight}

1 < bef < 2: base crew factor
numCm : number of crew members in CM

jAc| G)
amc = Z(acj * baf)/numAc

j=1
where
j € AC; AC = {aircraft same fleet}

1 < baf = 2 : base aircraft factor
numdc : number of aircrafts in AC

exW was given a value of 1000, adiV a value of 20000.

Regarding the agent that implementSramulated Annealing algorithm [10], there
is a probability that a new solution is selectedreif the cost is not smaller than the
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previous one. Our agent has used the followingesafar calculating this probability:
0=0.8, T=10 and T updated every N iterations (N=2).

5 Scenario and Experiments

Scenario: To evaluate our approach we have setup the sanmarszaused by the
authors in [6] that include 3 operational basesRAand C). Each base, corresponding
to a different airport, includes their crewmembeech one with a specific roster.
Airport B is the Hub of the airline. In this smatkperiment it is included 15 flights,
36 crewmembers and 4 aircrafts. After setting-igpgbenario we found the solutions
for each crew event using our system (running amyge). After that, the AOCC
performance for each method was calculated acaptdifzquation 1 and considering
a one month period. As a final step, the solutioomd by our system were presented
to AOCC users to be validated regarding feasibditg correctness.

Results: Table 1 presents the results that compare our mdthethod B) with the
one used by Castro and Oliveira [6]. From the tesalbtained we can see that method
B increased 1.38 times the performance of the AORCwe stated in section 3, if the
AOCC performance tends to zero it means that tHmeaiis operating (in terms of
flight departure and arrivals times) more accordingthe airline schedule and,
because of the relation that exist between aidicieedule and airport peaks (as we
explained in section 3), it means that the airinatributes also to a better passenger
flow at the airports. From Table 1 we see thatgrerince of AOCC in our method
(B) is closer to zero than previous method.

Regarding the performance in each airport, our @ggr improved the
performance of the AOCC in airport A and B by 2 dnd5 times, respectively. For
airport C the performance is the same of previoathod. Another important result is
the total costs. Our method is 23% less expenbae the previous one.

Table 1. Comparison of the results

Method A | MethodB | A/B
Flights p p
Global 180 130 1.38
- Airport A 3 40 20 2.00
(0-13h) 1 30 2(
(13-20h) 2 10 d
(20-24h) 0 g
- Airport B 7 70 40 1.75
(0-13h) 2 10 1(
(13-20h) 4 50 3(
(20-24h) 1 10 d
- Airport C 5 70 70 0.00
(0-13h) 3 20 15
(13-20h) 2 50 55
(20-24h) 0 0 g
Total costs 11628 8912 -23%
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6 Discussion and Conclusions

In this paper we proposed a way of evaluating tbdopmance of the AOCC that
takes into consideration the relation that existéveen the airport peaks (airport
capacity) and the airline schedule.

We have implemented a MAS that represents the riolebe AOCC and that
solves the unexpected problems that usually happersrline operations. Our MAS
is able to take decisions taking into consideratlis AOCC performance as well as
the airline operational costs. Preliminary resalisw that it is possible to contribute
to minimize the airports peaks without increasimg tairline operational costs.
However, due to the probabilistic nature of thewdated annealing algorithm and due
to the fact that we have run our system only oreydt the results, we cannot
generalize the results presented here. Anothellusioo that we are able to take from
the results in Table 1, is that it would be impotteo collect the reason that caused
the flight/crew delay, i.e., due to weather comfi, ATC and/or airport restrictions,
aircraft malfunction, etc. This information wouleelp to understand some of the
results. For example, it could help to understahg the performance on airport C is
the same as the one obtained by the previous method

We also point out that these resufis; se, do not mean that we are able to solve
all the airport peak problems in a specific airpdtie airport peak problems are the
result of the passenger flow that is generatedebvgral airline schedules that operate
at the airport. It would be necessary that alirméd implemented a similar system to
reach to such a conclusion. However, in the aigpatiere an airline has a hub-and-
spoke network, the majority of the passenger flewgénerated by a single airline
company. In those cases, our approach could catergignificantly to minimize the
airport peak problems.

Finally, our MAS is an integrated system that awten much of the disruption
management process, from the monitoring of the aijmer of the company in its
several bases, to the detection of events and éselution of the problems
encountered. Additionally, our MAS is oriented te tfuture: its distributed nature
and the fact that it is based on agents that ageiasts in solving problems easily
allows the insertion into the system of new agéinés solve new kinds of problems
that were identified in the meantime, or that resathe current types of problems
using different methods. It is thus a truly scatabblution, prepared to sustain the
growth of the airline company. Although the goadsiéa been achieved, it is important
to consider a number of improvements that couldriaele on future developments,
and that could enrich it. In terms of the algorithosed to solve the problems, other
meta-heuristics can be implemented, as well as odsttbased in the area of
operational research. The fact that this is aibigied system means that there is no
theoretical limit to the number of agents thattysolve, at the same time, the same
problem. It is also important to collect more datal run the system several times to
get more conclusive and generic results.
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Tecnologia) under research grant SFRH/BD/44109/206@ authors are grateful to
TAP Portugal for allowing the use of real data frtita company.
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Abstract. In this paper we discuss short term traffic congestion predic-
tion, more specifically, prediction of the sudden speed drop when traffic
resides at the critical density point. We approach this problem using
standard machine learning techniques combining information from mul-
tiple sensors measuring density and average velocity. The model used
for prediction is learned offline. Our goal is to implement (and possibly
update) the predictive model in a multi-agent system, where coupled
with each sensor, there is an agent that monitors the condition of traffic,
starts to collect data from other sensors located nearby when necessary
and is able to predict local sudden speed drops so that drivers can be
warned ahead of time. We evaluate Gaussian processes, support vector
machines and decision trees not only limited to predictive accuracy, but
also the suitability of the learned model in the setup as described above,
i.e., keeping in mind that we want the warning system to be decentralized
and want to ensure scalability and robustness.

Keywords: road traffic, short term velocity drop prediction, critical
density, machine learning, multi-agent system

1 Introduction

The bulk of existing work on traffic prediction focuses on density [7,1] and
occupancy [16] prediction. The systems that use these predictions are employed
to traffic management purposes [5].

In this paper, we focus on short-term predictions of traffic velocity instead.
Our goal is to design a distributed system that can predict the sudden, local
drop of speed that marks the start of congested traffic. If local predictions can
be made with sufficient accuracy, we can warn oncoming traffic of the expected
trouble ahead of time. Specifically, we are interested in the question: “Can we
predict local future velocity drops at the critical density point in a decentralized
way?”
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The critical density point is the density at which the behavior of traffic is
least predictable. Traffic flow can be distinguished into regimes [15]: free-flow,
capacity-flow, congested, stop and go and jammed traffic. In free-flow traffic, ve-
hicles can travel freely at their desired speed. When more and more vehicles join
in, free-flow traffic gets denser until it reaches the capacity-flow, i.e., the maxi-
mum number of vehicles able to maintain free-flow traffic. The border between
capacity-flow and congested traffic is the critical density point and is situated
around 25 vehicles per kilometer per lane [20]. In this paper, a practical attempt
to predict the future velocity at this transition point is made using standard ma-
chine learning algorithms. The experimental setup consists of sensors and agents
that try to predict the future average velocity within their own range, using self
collected data and data from the surrounding sensors. The experiments are build
upon traffic simulation software [17] in which an intelligent driver model realis-
tically directs the behavior of the individual vehicles [18] and use the machine
learning suite Weka [21] for the machine learning components.

2 Predicting traffic congestion

Figure 1 represents the average velocity in meters per second as measured by
a sensor over time and illustrates the prediction task we focus on in this work.
The plot of the average velocity will be slightly different for sensors at different
locations, but the sudden drops look similar in each plot. We consider the sudden
drop to be the most useful information to predict, since it can be used to notify
drivers of an upcoming dangerous situation. If drivers can be notified 1 km
in advance that a strong reduction in speed is expected, it could significantly
lower the probability of an accident happening due to distractions or a loss in
concentration. Note that we focus on the region where the velocity stays more
or less constant until the drop. The area indicated by B represents stop and go
waves. Once traffic is in a stop and go wave, it will stay in a stop and go wave
if the density does not drop drastically. The backpropagation of such a wave is
easier to predict and has been handled in previous work [18]. In this work, we
will focus on predicting the transition from A to B when, from the view of the
driver, the congestion is hardest to anticipate.

The Dutch traffic information service divides traffic congestion into three
subclasses: slow traffic (min 25 km/h and max 50 km/h for minimum 2km),
stationary traffic (max 20 km/h) and a combination of both [9]. The chosen
cut off point for the velocity is 7 m/s, which more or less equals 25 km/h. The
vertical line in figure 1 indicates the time of this drop below 7 m/s.

We will approach this problem using supervised machine learning. Supervised
machine learning builds predictive models using labelled training examples. This
model can then be used to make predictions about the labels of previously unseen
examples. The task of our learning problem is: “Given data from a local sensor
and its surrounding sensors, learn a model that correctly predicts the velocity
drop”. For this feasibility study, we use the Weka tool [21], which implements a
number of different machine learning algorithms.
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Fig. 1. Velocity drop Fig. 2. Camera setup
2.1 Setup

The setup for the experimental study is reasonably simple. We used Treibers
software [17] to simulate a ring road with an average speed and density sensor
every kilometer. The range of each sensor was set to 350 m as is standard for
traffic cameras [10]. A ring road was chosen, because it models a straight road
with infinite history which is long enough to get congested traffic. Figure 2
illustrates the used setup. While this setup represents only an initial study, it
allows us to illustrate a number of important issues. Learning data was collected
by taking a snapshot of sensory information 4 times each second. To this snapshot
we added the local average velocity as measured a fixed time ¢ into the future.
Different values of ¢ were tried as will be discussed later.

2.2 Predicting numerical velocity

In a first step, we try to predict the future velocity using a regression algorithm,
i.e., a learning algorithm that predicts a real value as an outcome. The learning
algorithm we use was Gaussian processes with a radial basis function (RBF)
kernel. Gaussian processes represent a strong baseline for regression [8]. Non-
linear kernels, such as the RBF kernel, perform well when dealing with a large
number of learning instances with a relatively low number of features [6,3].
In short, Gaussian processes implement a non-parametric Bayesian technique.
Bayesian regression techniques assume a prior distribution over the function
hypothesis space (usually over the parameter vector defining the function) and
calculate a posterior distribution using Bayes rule and the available learning
data. Instead of assuming a prior over the parameter vectors, Gaussian processes
assume a prior over the target function itself. We refer to [14] for a more elaborate
discussion of the workings of Gaussian processes

As the covariance function required by Gaussian processes, we use a RBF
kernel defined as K(v;,z;) = exp(—vy||lz; — x;||?) (illustrated as K(z;, x;) =
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exp(—vr?) in figure 3) [6]. The v parameter controls the width of the kernel and
thereby the amount of generalization used by the Gaussian processes. Higher ~
values result in less generalisation. A small search over the v of the RBF showed
that v equalling 1 gave better correlation results over other values. The correla-
tion is an indication in how much two coeflients are related to each other. In this
case how the predicted values and the actual values relate. All other learning
experiments with Gaussian processes will use this value for the v parameter.

Gaussian processes also allow specification of a measurement noise level. The
way the sensors measure velocity as the average speed of passing traffic, gives
rise to a natural measurement noise level, i.e., the standard deviation of the
measured velocities.

Since we are trying to make predictions about the transition between free
flow traffic and congested traffic, we need to collect data from both the A and
the B region of Figure 1. Since we don’t want to predict stop and go traffic, the
amount of data from region B must be limited. Figure 4 shows how collecting
more data after the transition influences the measured correlation. More data
collected after the transition raises the prediction correlation. If data is collected
for a time period longer then 30 seconds, the measured data originates from the
B area which seems easier to predict. In this view, a collection time close to but
below 30 seconds (the lowest studied prediction time) seems to be a good choice.

To test the need for a MAS approach in our sensor system, we first compared
correlation results of using data from only the local sensor to data collected
from a total of nine surrounding sensors (local, plus 4 sensors before and 4
sensors behind the target point). The training examples contain the velocity
and the density from the participation sensors and the future velocity as the
label to be predicted. Table 1 shows that (not surprisingly) using information
from multiple sensors gives better correlation results than information from only
the local sensor, which supports the need for multi-sensor cooperation in this
type of prediction task. The gain of using multiple sensors ranges from small at
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a prediction time of 30 seconds, i.e. when predicting what the measured velocity
will be 30 seconds in the future, to substantial when the prediction time increases.

Table 1. Correlation results Table 2. History
Pred. time“l camera[Q cameras Pred. timeH At=0 ‘ At #0
30 0.81954 | 0.84855 30 0.84855(0.85594
60 0.68813 | 0.78329 45 0.79709|0.82672
120 0.43739 | 0.73997 60 0.78329]0.80898

90 0.75415(0.79424
120 0.73997(0.78293

As measured velocity is sequential data where trends in the measurements
might be highly informative we also investigated the predictive gain of past
measurements or “sensory history”. Using data from At time ago together with
current measurements gives rise to better correlation results than using current
information alone. Tests show that the exact value of At is of less importance.
The correlation results are similar for At ranging from 5 to 30 (averaged in
Table 2) and significantly better than the results of using no history (At = 0
in the table). The higher the prediction time, the bigger the gain from using a
history.

Figure 5 shows a detailed plot of real future velocities (x-axis) versus pre-
dicted velocities (y-axis) for a prediction time of 60 seconds and At = 10. Data
was collected until 25 seconds after the velocity drop. Area C at the top right
shows a high correlation between real and predicted at high velocities. These are
the recorded velocities before the transition, when traffic is still in free-flow. After
the velocity suddenly drops, the model has more difficulties to make correct pre-
dictions. In area A and B, representing stationary and slow traffic respectively,
future velocities are often predicted too high.

While using Gaussian processes delivers reasonable predictive results they do
present a different difficulty. The learned model is large and consumes a large
amount of memory and when making predictions, the model has to perform a lot
of computations. This makes the model less suitable for agent purposes. Other
regression techniques are expected to, at best, deliver only comparable results.

2.3 Predicting classified velocity

Since regression turns out to be hard, we study the use of classification for our
congestion prediction problem. Classification is concerned with the prediction
of nominal labels instead of numeric ones. In our problem, we consider three
different types of traffic, and thus three possible labels: stationary, congested
and normal traffic. These types are based upon the Dutch traffic information
service. Stationary means speed below 7 m/s, congested is below 14 m/s, normal
traffic is above 14 m/s. These are also the areas marked in figure 5.
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predicted velocity

future velocity

Fig. 5. Predicted velocity versus actual future velocity

The performance of the model will be examined by following quality evalua-
tors: [21]

Accuracy is the overall probability that the model makes a correct prediction.

Recall is the percentage of actual positive instances that are predicted as posi-
tive, also called the true positive rate. In our traffic warning system, this will
indicate the percentage of velocity drops that are predicted as such.

Precision is the percentage of positive predictions that are real positive in-
stances. In our warning system, this gives an indication of the number of
false alarms, i.e., precision = 1—(% of false alarms).

Since we are dealing with a 3-class prediction problem, we define a positive
prediction to be a correctly classified instance, meaning e.g. ‘normal’ has been
classified as ‘normal’ and a negative prediction as a wrongly classified prediction,
meaning e.g. ‘congested’ has been classified as either ‘normal’ or ‘slowdown’.

Support Vector Machines In a first step we used a classification approach,
very related to the Gaussian processes used for regression before: support vec-
tor machines (SVM). In short, SVM’s classify examples using a linear decision
boundary. In most cases, linear decision boundaries are not expressive enough
to separate examples from different classes and therefor SVM’s use a non-linear
transformation on the input space to a new, high-dimensional, space. This way,
a linear model in the new space can be a non-linear decision boundary in the
original space [4]. The algorithm we used for training the SVM is Sequential Min-
imal Optimisation (SMO). SMO is very fast with linear kernels and reasonably
fast with non-linear kernels. The memory footage grows linear with the training
set, which means large training sets are possible [11]. For the input space trans-
formation, we again used an RBF-kernel. To determine the best values for the
parameters C (SMO) and v (RBF) we again performed a grid search. C' = 10
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and 7 = 1 gave the best results and all following experiments were preformed
using these values.

Table 3 shows the influence of history on the evaluators. While recall is
hardly influenced by adding history, it does make a difference for the accuracy
and precision of the model. When no history is used (At = 0 in the Table), the
results are somewhat worse than with the use of history. Since again the results
for various values of At # 0 are similar, Table 3 shows averaged evaluation
values.

Table 3. SVM: impact of the use of history

At =0 At #0
Pred. time Accuracy[Recall[Precision[ Accuracy[Recall[Precision
30 93.050 |98.714| 95.664 || 93.618 |98.641| 96.417
45 92.116 |98.621| 94.163 || 92.553 |98.216| 95.459
60 90.517 |98.518| 92.695 || 91.481 |97.942| 94.527
90 88.605 |97.395| 92.035 || 90.088 |97.501| 93.562
120 86.402 |97.091| 89.810 || 88.433 |97.398| 91.917

The model learned by SMO is small enough to be implemented into simple
agents. The size ranges from 200 kB to 1 MB. One problem with using SVMs in
an application as critical as traffic warning systems is that the learned model is
pretty much a black box, and that it is next to impossible to interpret its decision
strategies. More importantly however, the true positive rate on congested and
slowdown are quite low. For example with a prediction time equal to 60 and
history At = 10, the true positive rate for the prediction of normal traffic is
99.6 %, while the true positive rate for congested traffic is only 55.6 % and for
slowdown only 17.6 %. While SMO is quite good at predicting normal traffic,
it has significantly more difficulties with congested traffic and performs even
worse on slowdown. Since these are exactly the conditions our warning system
is looking for, this will not do.

Decision Trees To alleviate both problems indicated above, we tried decision
trees on the same classification problem. Decision trees are a machine learning
technique that employs a “Divide and Conquer” approach [12]. Decision Trees
can easily be converted into rules and thus, the decisions they make can be in-
terpreted and checked by a human, which is an advantage in critical applications
such as traffic control.

We used the Weka variant of the C4.5 algorithm [13] as a decision tree learner.
C4.5 has been a benchmark algorithm for a long time. In Weka, the algorithm is
implemented as J48 [21]. Test results show that sensory history doesn’t influence
the quality evaluators significantly. Table 4 shows the results for different pre-
diction times. Not surprisingly, the predictive performance drops with increase
prediction time.
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Table 4. DT: results

Pred. time“Accuracy[ Recall [Precision“ Rules

30 91.648 |97.625| 95.368 |68.235
45 90.129 |96.346| 94.532 ||87.520
60 88.928 195.755| 93.796 |/100.24
90 86.316 |94.435| 92.283 |/124.52
120 83.970 |91.195| 89.112 |144.82

The results are close to those obtained using the support vector machine.
Using only a reasonably small number of rules (indicated in Table 4) the model
performs comparable to the more computation intensive SVM model. However,
with respect to the precision for the important classes, i.e. congested and slow-
down, decision trees actually perform better. Using a prediction time equal to
60 and A; = 10 as as before, the true positive rate for ‘normal’ is slightly worse
than the results of SMO: 95.8% but those for ‘congested’ traffic and ‘slowdown’
actually improve significantly. Congested traffic has a true positive rate of 75.1%
and slowdown of 53.4%. This means that fewer incorrect warnings will be given
using decision trees than using the SVM model. An extract of the tree build for

this test is shown below:
PrevVelocity4 <= 13.141108
PrevVelocityb <= 17.9016

|  PrevVelocity3 <= 9.702755
| | PrevVelocityl <= 15.582357

| | | PrevVelocityl <= 12.889484: slowdown

| | | PrevVelocityl > 12.889484: normal

| | PrevVelocityl > 15.582357: congested

|  PrevVelocity3 > 9.702755

| | PrevVelocity4 <= 12.566312: congested

| | PrevVelocity4 > 12.566312

| | | PrevDensity0 <= 85.714286

| | | | PrevDensity3 <= 45.714286: congested
| |

|
|
|
|
|
|
|
|
|
|
|
| | | PrevDensity3 > 45.714286: slowdown

3 Feasibility study

We want to make scalability and robustness important design criteria for our
congestion warning system and therefor approach it as a distributed multi-agents
system. In a first, simple design, each agent of the multi-agent system consists of a
sensor, a repository and a decision maker. The sensor collects the necessary traffic
information for prediction purposes and stores it into the agent’s repository.
The decision maker periodically checks the repository. When a certain density is
encountered, the decision maker also collects information from other neighboring
agents. The decision maker predicts the traffic speed state within the near future
using the machine learned model, the data in the repository and the data received
from the other agents. This decentralized approach ensures scalability. Adding
more agents with the same machine learned model is easier than adjusting a
central decision controller. There is no single point of failure. One failing agent
will at most influence its eight neighboring agents.
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3.1 Practical approach

We have evaluated the multi-agent system approach in a simulation setting [17].
In this simulation, the sensors which represent the sensory part of the agents are
modeled as virtual camera’s. The camera’s are placed equidistant at 1 km from
each other and their range is 350 m.

Street

A

Agent
perception scheduler

decission maker

repository

l communication unit ‘
A

Network

Fig. 6. Camera structure

The agent architecture can be found on Figure 6. The perception unit (the
virtual camera) collects information from the street and calculates the density
and intensity. This information is stored into the repository. The scheduler pe-
riodically stimulates the camera to take a snapshot, perform calculations and
store the results. The decision maker checks the stored data in the repository.
If the density is within the critical density, the decision maker will request the
data from the neighboring agents. The collected data is then presented at the
machine learned model, in order to predict the future velocity. The collection of
data from the other agents, happens through the communication unit.

The repository stores and keeps history of the density and intensity measured
by the perception unit. It also stores the neighboring agents. This neighbor in-
formation is useful for the decision maker. It ensures the data from the correct
neighbors is collected. The neighboring agents are found using a bootstrap pro-
cess. When the camera starts up, the camera broadcasts its existence and asks
for other cameras within its range. The scheduler periodically stimulates the
repository to check the correctness of the position of the relevant neighbors.

The number of agents is limited by the bandwidth of the communication net-
work. If all agents would request specific neighbor information at the same time,
it could overload the network. Alternatively, all information could be broadcasted
and logged at each agent, but this would undo the local view of the agents.

3.2 Placing the model (and learner) inside the agent

The learned model from section 2 is part of the decision maker. The type of
information requests to the neighboring agents will depend on the model, e.g.,
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some models need historical data while others don’t. For prediction purposes,
Weka itself can be included. Switching models is easy in this approach, since it
only requires the loading of a different model. The disadvantage is that Weka is
somewhat big to be included inside an agent. Decision trees, for example, can
easily be converted to rules and implemented inside the decision maker. Weka
straightforwardly supports the generation of rules (java code) from the learned
decision trees. The advantage of including Weka as part of the agent is that the
prediction model could be adapted online as discussed in future work.

4 Related work

Related work on traffic and congestion prediction is quite extensive and a large
scale overview is well beyond the extend of this paper. A lot of existing work
focuses on long term predictions, such as the work by Yasdi [22], that predicts the
density on weekly, daily and hourly basis through the use of a neural network.
The goal of the predictions is use them to reroute traffic to keep the density on
the roads below the critical point and avoid congestion formation completely.
The decisions are made at a central point. In contrast, we focus on short term
predictions of the average velocity on a short road segment in a distributed
system.

Abdulhai et al. [1] try to predict the density within minimum 30 seconds
an maximum 15 minutes, also using a neural network. The used densities all lie
within free flow boundaries. The results show that the farther into the future
one tries to predict, the more the neural network tends to predict the average
density. The data is collected from 9 loop detector stations and the prediction
is done centralized.

A very different approach for the prediction of congested traffic is an ant
based system [2]. Every vehicle leaves a trail of pheromones, based on the traffic
information. In this setup, vehicles themselves are able to predict congestion
from the information of preceding cars. The density and velocity aren’t measured
directly but predicted through the accumulation of virtual pheromones.

Huisken et al. [7] compare time series analysis (ARMA) and neural networks
(MLF) performance in predicting congestion through density estimation on a rel-
atively short-term time scale (5 - 15 minutes) and conclude that neural networks
gave the best results.

Taylor et al [16] try to predict the volume and the occupancy of traffic using
a multilayer perception network. The prediction happens one minute in advance
on data from 6am until 9am during weekday’s. The performance of prediction
is tested using the mean squared error. The neural network seems to perform
quite well.

In contrast to all related work discussed above, we predict actual short term
velocity drops when traffic is at the critical density point, instead of estimating
density related values.
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5 Conclusions

In this paper, we evaluated the use of machine learning techniques for the predic-
tion of the average velocity of traffic at the critical density point. The machine
learning models were trained using data from multiple cameras. The models were
evaluated on their correctness and interpretability. Decision Trees gave the best
results in both.

The warning system itself was designed as a multi-agent system. The agents
contain the learned model, check their environment using a camera view for
critical densities and when traffic resides at the critical density point, start to
collect data from other cameras and use the learned model for short term velocity
or congestion predictions. The model will trigger an alarm when congestion
eminent and warn upcoming drivers that traffic is slowing down. These alarms
and models can hopefully be used to lessen the occurrence of stop and go traffic.

In the current setup, failure of an agent influences the predictive capacities
of the neighboring agents. To increase robustness, probability nodes instead of
decision nodes can be used inside the decision tree when decision critical data is
unavailable. Instead of deciding which path to take based on the (unavailable)
data, the probability of the missing condition can be used to combine the de-
cisions made by the child branches. This would mean that failure of one agent
does not imply that eight other agents are also unable to make any predictions.

The proposed structure should be tested on real traffic data instead of simula-
tion data. Considering that the simulator implements realistic driving behaviors,
we expect at least some of our conclusion to carry to the real world.

Another interesting next step is letting the agents change their environment
by warning drivers or implementing some speed limitations. Changing the en-
vironment will automatically cause the learned models to become wrong, rais-
ing the need for online learning. By integrating the machine learning algorithm
within the agents, the model can be optimized online to account for local road
specifics. Utgoff [19] presented an algorithm for incremental decision tree learn-
ing. Since agents collect data at the critical density point for prediction no extra
communication overhead is caused to collect online training data.
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Abstract. The concept of intelligent transportation has bdewised about a
couple of decades ago and still presents many erfgillg issues to be
addressed so as it can be implemented to its Gitrial. In this paper we
emphasise characteristics such as being user-deatr@ service oriented to
support an important facet of future urban trantgtimn: being ubiquitous.
Instead of seeing ubiquitous transportation asraptetely different paradigm,
we discuss on the characteristics that actually fi$ inherently ubiquitous.

Keywords: ubiquitous computing, ambient intelligence, intgint
transportation systems.

1 Introduction

With the growth of population in major urban areeml the accelerated increase in
number of cars, traffic is becoming genericallyai@ The problem of congestions,
differently from what many might think, not onlyfefts the day-to-day life of
citizens but also has a great impact on businessaonomic activities. These issues
therefore generate less income, affecting the sadike growth of cities throughout
the world.

Considering current problems of traffic managemestdntrol and planning,
especially fearing the consequences of their medamu long term effects, both
practitioners and the scientific communities havevesd to tackle congestion in large
urban networks. Research has been carried outdligstowards the design and
specification of future transport solutions featgriautonomy, putting the user in the
centre of all concerns and largely oriented toisess Such efforts were eventually to
culminate in the emergence of the concept of ligetit Transportation Systems
(ITS), basically relying on a distributed and ads@h communication infrastructure
favouring interaction in virtually all level, fromsers to services, vehicles to vehicles,
vehicles to infrastructure, and so forth. Intergéity and integration are crucial in
this scenario. More futuristic though is the pecsie in which users will play rather
a passive role and be taken off the whole proagkigh will ultimately be managed
by the system only, to which autonomous drivingeigected to be an important
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ingredient. Although this view may seem quite hyyedical, it is capable to stimulate
and foster much advancement in a wide spectrum wfidisciplinary fields, from
engineering and computer science to sociology abanuplanning and design.

In this work we basically recall many of the diffat aspects involved in the
original definition of ITS and identify potentialpplications of the ubiquitous
computing concept (sometimes hereafter referreastabicomp). Instead of defining
a novel perspective for what has been recentlyecbibbiquitous Transportation
Systems (UTS), we prefer to see ITS from a ubiqsitperspective, emphasising
those characteristics that actually turn ITS inbaquitous systems. Therefore, ITS is
inherently ubiquitous! Besides ubiquity, pervasiess, ambient awareness and
intelligence are equally addressed as complemensmy conceptually related
technologies. Many issues and interesting questiarks rise in this context,
stimulating different streams for further reseasame of which are also discussed.

Following this brief motivation of the topic, theemaining of this paper is
organised as follows. In the next section, we disan requirements for future urban
transport so as it is possible for us to bettereustdnd why the whole bunch of
technologies presented later on are important. tawe then presented and briefly
discussed in the following section. Ubiquitous #jaortation is then presented in the
fourth section, finally followed by some remarkenclusions drawn and suggestions
for future work.

2 Future Urban Transport

Persons and goods are transported for centurigshvilave turned transport into an
essential part of any economy based on trade. &bsidransport systems are
intended to take both people and other goods fremain points to one or more
destinations, accounting for users’ needs, effyjerand low cost as well. These
systems have become rather complex and extrenrgjg, lheing geographically and
functionally distributed, both in that respectingisture and management.
Contemporary transportation systems have experietioeee major revolutions
throughout their existence. The first one came wite introduction of
electromagnetic communication, allowing for a netwof information that enabled
greater integration of the system to exchange in&tion more quickly and
efficiently. The second great revolution startedhwthe advent of digital systems
delivering lower cost services. Then computerstestiaplaying an imperative role in
transportation, improving efficiency of traffic dool and coordination, as well as
transport planning. Centralised traffic coordinatistarted as well playing a major
role in network design and management. Albeit ediseed decision systems can be
very efficient in theory, their performance is guitependent on scale. In other words,
they work proportionally to the number of unitie®pessed by the system, becoming
many times very slow and therefore lacking efficenSuch a limitation poses
serious problems and present undesirable consegglefts transportation systems are
becoming very large, both in terms of structure dimdension, the whole process of
acquiring information from all sources, processthg essential data and providing
adequate responses timely is rather a very ardtemis This is especially more
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complex due to real-time constraints and the prEseh heterogeneous participating
entities.

Finally, the third great revolution in transportchene evident with the advent of
what has been coined Intelligent Transportationtys (ITS). Now the user is a
central aspect of transportation systems, forcirgpitectures to become adaptable
and accessible by different means so as to mefetrelit requirements and a wide
range of purposes. Integration is then crucialsTovel scenario has been motivating
and challenging practitioners and the scientificmownity and suggested a
completely new decentralised perspective of praesOn the other hand,
discussions are still fostered by current ambititmshe Future Urban Transport
systems (FUT), even more conscious in terms ofrenmient, accessibility, equality,
security, and sustainability of resources. Someth&f main features of today’'s
intelligent transportation, to mention a few, asda@lows.

Automated computation is an important requirement of ITS. Future tramspo
systems must make decisions automatically, anajysiput information and acting
accordingly, triggering coordinated actions to ioy® system performance. Demand
for flexibility andfreedom of choice is another important aspect on the user’s side.
The current lack of flexibility in transportatioystems limits their potential to users,
especially in that concerning personalised seryieelsich is a major target for
criticism by many users. ITS then should be opefletability, different options and
diver choices, as well as personalised serviceso,Akcuracy is another important
aspect, i.e. precise and up-to-date informationtrbesdelivered on a timely basis.
Indeed, in transport systems that are generallsiflad as dynamic, errors and other
failure situations are proportional to the accuratgystem reactions and responses to
requested services. Therefore, latency should kkicesl through distributed
architectures for reducing response time. As trarafion systems are greatly
dependent on the network topology and other chariatits, intelligent
infrastructures become fundamental. New communication technologissuding
mobile, wireless andhd-hoc networks are improving infrastructures a greatl,dea
enabling it to become an active and interactive phthe system. This is especially
important for the implementation of the ambiennsgortation intelligence concept.
A distributed architecture, accounting for asynchronous, control algorithms,
coordination and management autonomous elementxdisubtedly one of the major
currently researched areas of ITS. There are devequirements that must be
satisfied, from user-centred to service-based fonatities, turning intelligent
transportation into a complex, heterogeneous atiitate artificial society. Current
research already considers that ITS architecturst mxplore distributed algorithms
using exogenous information from various sourcesking greater use of parallelism
and asynchronous capacities of pro-active entifibese characteristics are essential
to ITS, and suggest an enormous application peatemd Distributed Artificial
Intelligence (DAI) based solutions, especially Nkdlgent Systems (MAS) [1].

Accounting for the characteristics aforementionadlti-agent systems have been
greatly studied and applied in developing the cpheoef future transportation.
Especially in the past couple of decades, a great df research work has been
carried out in this area. Despite ITS geographiaal functional distributed
dependency, other concepts are also being devisédnaproved in such as huge
research live laboratory, namely pervasive and uitigs computing, ambient



30 L.S. Passos, R.J.F. Rossetti

intelligence and service-oriented architecturespragnmany others. These concepts
ultimately foster advance in many other areas saoasddress issues that are
flourishing around as ITS and FUT become a rea8tyme of such issues include the
identification and definition of heterogeneous aagtmous entities, definition of the

asynchronous nature of entities, as well as whispeet make them concurrent,
definition of the adequate communication infrasinoes, validation and proof of

algorithms and models correctness, robustnesspmpeahce and stability. Of course
this is far from being an exhaustive list and mather issues are still to arise in such
a fascinating study area.

3 Related Conceptsand Technologies

By the end of the last century, we have witheskedetmergence of a new vision for
the role of electronic devices in people’s liveacls a vision was firstly pointed out
by Mark Weiser [2] and basically relied on the wsfecomputer resources and
provision of information and services to people méwer and wherever they were
wished and needed. This novel concept was widetg@ted, and during the past
decade researchers applied it to built devices afous sizes, which started to
become part of our daily lives. There was an enosngrowth of these types of
devices such as hand-held personal digital assss{®DA), digital tablets, laptops,

and wall-sized electronic whiteboards for a widege of purposes. Indeed, coupling
these devices with the ability of communicatinghwfieople and the surrounding
environment in diverse ways actually contributedhe definition of the Ubiquitous

Computing, or ubicomp for short. Nonetheless, tb@cept is not limited to

communication or interface. Ubicomp is intendedgm further beyond and was
designed to specify the adequate infrastructurpréwide people with a “24-by-7”

information services, meaning users can accesseepvoviders 24 hours a day, 7
days a week. This innovative perspective openswigla range of different interfaces
yet unexplored, introducing a concept called evayycbmputing, which suggests that
over time and the presence of ubiquitous environsehe system itself will create a
routine of activities for people, without those whave program them.

There are several fields of study involved in tbaaept of ubiquitous computing,
ranging from the ability to miniaturise processthyices for discrete use in our daily
activities, as well as the development of applaaithat can function as networks of
groups for each individual. All these study inities have the common goal to
develop, explore and extend the concept of ubigsitoomputing to its maximum
potential. Today we are just starting to understthl implications of continuous
immersion in computation. The future will hold muetore than constant availability
of tools to assist with traditional, computer-basasks; in the near future, we are
going to “wear” computers that are going to track actions and health and allow us
better perform our activities. Not surprisingly, eonf the application potential of
ubicomp is within intelligent transportation systewf the future. Both practitioners
and the scientific community agree that ITS carfipeolot from ubicomp. Next we
discuss a bit further on the different concepts t@uathnologies that are likely to take
part in such forthcoming ubiquitous transportatigorid.
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As for human-machine interfaces, ubiquitous computing has brought into evidence
a new concept and way of interaction between hunaaris machines, sometimes
referred to as “off the desktop” interaction enwingent [9]. This view assumes that
interactions between humans and machines will meash be based on traditional
interfaces, such as the keyboard, mouse, and gigpaadigm, and will foster
interactions that are more natural to humans, sischpeech, gestures and the use of
objects of easy manipulation. These natural acttamsand should be used as explicit
or implicit input to ubiquitous systems. This neancept is being studied for a long
time already, and advances have been reportec tpdimt that some of these natural
interfaces have been implemented in commerciaksyst sometimes replacing the
conventional interfaces. One of the advantagebexfe interfaces is the easy learning
and intuitive use, just by imitating the natural ywaof human interactions, thus
enabling an easy transition and adaptation of users

The context-aware computing is derived from ubicomp in the sense it is on¢hef
keys to ubiquitous environments, so that entites interact with the environment in
a comprehensive manner, obtaining information ahmpting their behaviour to the
current situation accordingly. According to [3]ethmportance of context to ubicomp
is best explained through the so-called “five W&, it is further discussed below.

Context-awareness to work properly should kneho is gathered together in the
same room. This is important because the exchahgeaple with the conditions of
the environment changes as well. Knowirttat is being carried out by people is also
imperative for the system to perceiving and intetipg human activities which are
needed for the interaction with the environmentb® completed. Thewhere
component of contextual awareness has actually bgplored more than the other
components in many different ways. Of particulateiast, however, is coupling
notion of “where” with other contextual informatiorsuch as “when.” Time is
definitely a very important variable in such a pedtive, so thevhen component is
imperative as well, especially because it may duatformation with regard to time
and relationships between situations that occuimedifferent instants, allowing the
system to produce better and timely responses. Ewene challenging than
perceiving “what” someone does, is understandihg a person is doing that and the
reasons that actually triggered the action.

Service-oriented architectures (SOA) is a new in information systems and can be
basically defined as a group of services that conicate with each other to better
serve the end-user. To understand such a concdptweeneed to define service,
which can be seen as a specific implementation fofnation and is able to access
both data and resources [4]. So, the goal of SO isreate ammd-hoc topology of
application that users are allowed to string togethieces of the functionality, all this
constructed on the base application provided byyistem.

Basically, the potentials of SOA have been analyaserbrding to two points of
view. Firstly, as for technical aspects, SOA-basathitectures have many
advantages, but some advantages are equally igdntdne major advantage is that
services are relatively open and accessible byusey or other services, as long as
they are able to understand each other. This ma&es pretty interesting to support
services over the Internet, for instance. Amongdiiantages, however, security and
lack of testing and validated service models angoirtant issues still to be addressed.
Secondly, from the economic perspective, the pdiib are great as SOA-based
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architectures provide the basis for new businegzompnities and other similar
investments, as well as for the customisation ofrezu services making them
adaptable to a new emergent dynamic demand [5].

In the last few decades, with the advent of theitaligera and a change of
orientation in systems architecture, users areditolo a central spot and services are
devised to be autonomous and pro-active. In corgemp new paradigm called
Ambient Intelligence (Aml) has emerged.

Aml is defined as the ability of the environmentsense, adapt and respond to
actions of persons and objects that inhabit itsitic[10, 11]. To accomplish that in
full, Aml’s philosophy requires some important cheteristics. Devices and services
must beembedded, in other words, they should be an inherent mathé environment
itself. Indeed, in recent year, we have witnesserdrad towards the miniaturisation of
electronic systems so as they can be easily emtddd®her devices and spread out
all over the environment. Also, systems mustdr@ext-aware, meaning they must be
able to understand the presence of individualsy theeractions and objects that are
around, and with that perception interpret theticars and needs. As users are central
to this concept, services must fmsonalised, which feature assumes that the system
can build up to converge with the immediate neddsuser. Such latter characteristic
also implies that the system must &daptive, in the sense it can adapt itself in
response to users’ behaviours. Finally, Aml isimnsically anticipatory, using its
context-awareness to anticipate users’ prefereandsintentions and to provide the
adequate environment for users to enhance the@oteg outcomes.

Ubiquitous and pervasive computing are two concepts generally dealt with
indistinguishably, and they refer to various comspwgystems that can be part of a
whole system (or be the system itself) that alloasnection and interaction between
various devices without the direct knowledge of husiwho are using them. The two
concepts were initially suggested in [2], nonetbeléhey present small and subtle
differences. Indeed, according to the definitiorOofford’s Dictionary [6], ubiquitous
means something which is present everywhere atim@ytand pervasive is an
adjective denoting something that spreads itself something. Thus, we can
intuitively interpret these concepts differentlytimat a ubiquitous system is passive
and expects users’ initiative to access servicdsirmation in it. On the contrary,
pervasive systems are those that autonomoushfentewhile interacting with users,
being pro-active and adaptive most of the time [13,

4 Ubiquitous Transportation

Several significant events that marked the histifrjnumanity have been identified
over time and are reflected in all activities ofnfan societies. Of course, these
include the evolution of transport means that hglayed a decisive role in
suppressing frontiers between countries and briggontinents in what we call today
a globalised world. At the end of the twentiethtcey, there were many revolutions
in a very short period time, mainly due to electten information systems, and
communication infrastructure. In the 60’s, mainaiess began to be used, which were
known by their large size and difficulty in maimaig the system operational. One
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great achievement was, undoubtedly, the adventhefttansistors age, with the
increasing miniaturisation of electronic componeand consequently the information
systems and interfaces as well. With this new triendomputer infrastructure, new
technologies started to appear in a very quickiacieéasing pace.

One such technology that revolutionized our dailgd was the personal computer,
first introduced by IBM in the early 80’s. Also, eéhpopularisation of domestic
computer desktops has fostered the industry yesiderably more. One of several
possibilities that PC has brought was to make $iezato implement digital system
relatively powerful to cope with a bunch of diffateaasks and quite affordable. One
typical example of practical use of PC is todayadfic control systems, to coordinate
traffic lights in a more efficient way. Nonethelgsaobile communication is also
reaching drivers and passengers in their vehiabeseasing even more the potential
application of computer systems to transportatiodeed, with the increase use of
computers in a scale never before imagined, comeration technologies and
infrastructure also benefited of much advance gemeé years. Urban scenarios, for
instance, are witnessing the advance of ad-hoaulkzni networks (coined VANET)
that make interoperation among transport compongfsth travellers and
infrastructure) even more interactive and efficidiite Internet is now present in this
mobile world, fostering applications of unforesdealpotential, not only to
transportation management and control systems iegabéal-time monitoring of
traffic activities, but as well to traveller eithen an individual or collective basis.

Not surprisingly, the beginning of the new centbrgught with it the breaking of
paradigms and the creation of new concepts, chgntiie main orientation of
management systems, which typically were gearegévations. Today, however, we
can identify a new focus on the clients (end-useaas)well as their needs and well
being. This has driven information system designtdke into account user’s
satisfaction as an imperative requirement thathenother hand, demanded adaptive
computer architectures. The concept of ubiquit@mmputing also shares such a view.

This was actually the very first ambition of whatasv called Intelligent
Transportation Systems, in mid 90’s. Therefore, i¥ @lso ubiquitous in nature and,
for some reason, this very characteristics of tldgansportation systems have
remained latent for quite a long time. Quite relgnhowever, the scientific
community is recalling former objectives in ITS andith today’'s available
technology, Ubiquitous Transportation Systems (Ua& becoming a reality. It is
equally desirable to notice that UTS is not acyuallnew concept of transportation,
but rather is intrinsic to ITS. Most works basigakeport on the influences of mobile
computing and communication on current availablangportation systems.
Nevertheless, the application potential of UTSds fnore promising. Figure 1 is
merely a superficial illustration of what the coptef UTS would be. As shown in
the figure, the concepts of ITS and ubicomp weeatad almost at the same time and
also the research development in both fields hkswed quite the same pace over
the last years. So, with the co-existence of bd® and ubicomp, all elements were
present and favourable to the advent of ubiquitcarssportation systems.
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90°s Decade

- Real-time Traffic
Management Systems

Management Oriented Human Oriented

- Efficieny and Performance - Transparency and Transcendence

80's Decade After 2000

- PC Revolution; - Application of ubiquitous

- Controled Traffic System. techniques to existing
transportation systems;

= Real-time information service
for entities.

Fig. 1. Historical development of transportation systems

To illustrate this trend, Figure 2 depicts only thrgersection areas in the
framework of physical structure with the applicatiof technologies for vehicle
detection, data processing, communication and &S/Gof ITS, as well as
technologies related to wireless and mobile compaitign. However, if we apply the
concept ubiquitous computing to the heart of IT&ré will be other things needing
to be changed so that ITS is fully turned into UTshe effect of such a natural
evolution is the adaptation of services in ITS, aihare currently process-based. In
UTS, however, service-oriented architecture will foly dynamic adaptable to the
users’ needs. Thus, it is quite acceptable thaktthgist lots of aspects that must be
studied for the perfect fusion of such two complitaey concepts. If they can be
effectively coupled together, then a very powetfahsportation system will emerge,
with many possibilities of services, not only tartsport companies and the market
but also to the individual user.

Existing ITS Existing Ubiquitous

Technology Technology
uTs

Technology

. . - RFID/USN;
- Vehicle DEtElthn; - Wired/wireless Broadband
- Data Processing; Convergence Network;

- GIS/GPS Technology;
- V2V Communication;
- Management System.

- Wireless mobile;

- Information security and
confirmation technology;
- Voice recognition;

- Others.

Fig. 2. Explaininghow ITS and ubicomp are related to each other

As initially stated in this paper, our goal is tdew and analyse intelligent
transportation systems from a ubiquitous computpaint of view rather than
proposing or working on a novel concept of ubiquétdransportation as implied in
[7]. Indeed, origins of ITS suggest an infrastrueton the basis of all technological
aspects discussed in the previous section, mearsergs, services and infrastructure
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can now interact as peers. Therefore, intelligeardgportation systems are ubiquitous
in nature. For the sake of simplicity, however, vader to such perspective as
ubiquitous transportation or UTS for short. Therteology is borrowed from [8], but
instead of explaining a novel concept we are ratbfarring to an aspect inherent to
ITS.

Thus, in this section we establish a relationsleieen the concepts of ubiquitous
computing and intelligent transportation. To untberd such a correlation, we need to
look back at the primordiums of ITS, when new glifdes were first drawn for the
future transportation systems. Initially, it shoulse noted that forthcoming
transportation systems would be drastically basedistributed systems and thus ITS
and ubicomp shared common characteristics.

Another important aspect endorsed by ITS is theifuegration of users in all
processes within the system, via static or mokéleiaks, prior to a certain journey or
en-route, inside vehicles. For such an interactiobe effective and efficient, there
should be a fully immersion of devices supportedahyappropriate communication
infrastructure, which would makes ITS naturally quitous. This confluence,
however, has been seen for some time as the encergémew transport paradigm,
namely the ubiquitous transportation systems (UNg&\vertheless, there is no sharp
boundaries between them two and both ITS and UTS ba dealt with
indistinguishably.

UTS can be better understood in the light of solmeamp’s prominent features,
which according to [8] has four key aspects. Firstrvices must be present
everywhere and anytime. Instead of carrying a gewberever someone goes, the
device is either physically or virtually availalBeerywhere to anyone. Second, it is
not the device and its capabilities that actualbtter but the environment. The real
value of ubicomp lies in the fact that it is a cogipensive environment rather than a
collection of services supplied by individual deagc Third, users are not conscious of
devices being used. Thus, using a service doeeqatre conscious awareness of the
device, which allows the user to concentrate ontds& at hand. Finally, services
must be TPO-based (time, place, and occasion). Wajs available services should
match the prevailing situation and needs of users.

Trustworthy
Anywhere Anyhody

Transcendence<:| |::>Transparency

Any‘thmg Any'tlme
Together

Fig. 3. UTS properties

Therefore, according to the features discussedeafR)vit is possible to identify
eight important properties of UTS, as depicted iguFe 3. Inward arrows illustrate
UTS accessibility properties, such as anythingpady, anytime, and anywhere. On
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the other hand, outward arrows illustrate propeitidS should provide to users, such
as transparency, togetherness, transcendence rustadidrthiness. These properties
are also known as the 4A and the 4T of ubiquitmmputing, and will be discussed a
bit further in the context of intelligent transpatibn as follows.

According to ITS original principles, transportatiservices should be accessible
to anybody or anything, which might be any entity within the system, sashother
services that carry out their tasks on autonomasedf The system must also be
accessibleanytime andanywhere, meaning entities can find a service whenever and
wherever it is deemed necessary.

In that concerning ITS environment, services qualitd integration, transportation
systems should beustworthy, i.e. maintain the privacy of users’ data at thens
time accuracy and timing of services are preservgldo, systems must be
transparent to the users, meaning people should not need twbee of the presence
of components while using them. Boundaries betwservices should also be
attenuated to the point users experiment a colleciitelligence, with various
components workingogether on a collaborative basis. As fdranscendence, it
represents the ability of the system to sense,ndisg and respond not only to the
humanly recognisable transportation environmentt Rklso to the humanly
unrecognisable one, usually coined as extendeityreal

Albeit ubiquitous and pervasive computing are sames seen as synonyms, as
new technologies and studies are quickly emergutgreomy is even more a reality
turning ubiquitous transportation into pervasivesteyns in the sense previously
mentioned. Rather than being simply available, g&ime transportation systems
(PTS) play a more active role, influencing traresitd seeking better solutions to
quickly respond to situations that require an oiewof the environment in an
autonomous way.

Ambient intelligence (Aml) is top autonomy level oftelligent transportation
systems, encompassing both ubiquitous and pervpsiyeerties. Thus, Aml implies a
fully autonomous system, managing and controllimdpieles (and travellers, in a
general sense) by sensing all parts of the trensitonment. The path to this scenario
is still a long way ahead, requiring multidisciiy development, not restrict to
devices but also in understanding human behaviodraaplying advanced Atrtificial
Intelligence techniques. Undoubtedly, this field ezges with great interest,
challenging both scientific and practitioners’ commities. To better understand how
these concepts have evolved and interacted oves, thome basic scenarios are
discussed below, as follows.

As for ubiquitous transportation, it is perhaps trexy next step towards the
implementation of the original concept of ITS. Iade today’s technology already
allows us to experience new properties and servited enhance traditional
transportation. For instance, mobile communicatédlows a user to access and
consult traffic conditions while she is still onetlway to the car. Also, pedestrians
may use multi-modal travel planners to composeebatineraries, encompassing
buses, trams, suburban trains, walking and eves balbked in advance. This is
performed on demand, and the system is able to tféebest alternatives according
to specific requirements, such as cost, expeciekltrtime, or presence of given
points of interest (Pol), e.g., drugstores, restaisrand gas stations.
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In pervasive transportation systems, scenariosesiggmuch more pro-active set
of abilities. Some examples are already in usere@dsemuch of the benefits expected
from such systems are still dreams to come true.th® former, we can mention
situations in which emergency vehicles, e.g. aminda, need to get to a particular
place in a congested urban area. In these sitgatmontrol systems, aware of the
emergency, collaborate by setting all traffic liglacross the due itinerary to green, so
as to avoid excessive waste of time at junctionsthie latter case, information
systems are expected to play a more pro-active eslticipating users’ needs and
improving their daily schedule. For instance, asnsas a driver gets in the vehicle,
the system might check the driver's agenda andgpeeiie best itinerary accordingly,
while setting the appropriate radio stations actiognfor the user’'s preferences.
Many mobile information media would be integrateddeliver the necessary piece of
information no matter the user is onboard, in tehiee, or walking on the street, or
at her desk at work.

Transportation’s ambient intelligence, on the othand, would certainly profit
from a vast and effective sensors network. Albitaistructure and vehiculad-hoc
wireless networks (coined VANET) have been evolvitgadily over the last few
years, a fully intelligent transportation envirommestill poses many issues to be
addressed. Such kind of system, for instance, wbeldble to handle accidents more
effectively. In the event of an accident and if #m@vironment itself were able to
perceive and characterise it (e.g. identifying tlegree and number of vehicles
involved), the adequate means to address the isituawould be deployed
immediately without the need of one single persaling the emergency services,
while re-routing other vehicles to avoid the acoidesite. Another potential
application in urban public transport would incluttee automatic identification of
demand. Let us suppose that for some reason thberurh passengers waiting a bus
service at a specific stop increased considerdblthe environment, featured with
proper sensors and communication abilities, wefe tbidentify the reason for such
a transient increase in demand as well as to dyatite exceeding number of
passengers, alternative transportation means dingence services, by despatching
additional vehicles into the active fleet, could Helivered accordingly. These
scenarios might seem quite futuristic at first gnnonetheless, they are quite
feasible with today’s technology and will very likemake part of everyone’s daily
lives in the near future.

5 Conclusions

Future urban transportation, regardless whetheintdogy is available, motivates
much research and development in a wide range dtidisaiplinary fields. Safer,
greener, sustainable and accessible-to-all tratespmr has never been closer to
reality as today. Indeed, ITS as originally devisdédut a couple of decades ago put
the user in the central spot, surrounded by a waéty of services, some of which
are already currently available. However, to becaeffectively ubiquitous, some
efforts are needed to further develop concepts sashambient intelligence,
pervasiveness and autonomy of services. Wheressifscussions have suggested the
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creation of a ubiquitous transportation paradigndeaper analysis of original ITS
ideas actually corroborate our perspective that i 8 fact inherently ubiquitous.
Technology is becoming available day after day iaigljust a matter of time for the
full potential of ITS-based solutions to be recsgui and effectively deployed. The
next steps to follow include the specification offyf multi-agent based architecture of
a ubiquitous transportation system, using the @Gadéthodology [14], as well as a
transportation ontology to support services speatiin.
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Abstract. Autonomous vehicle navigation in urban road networks will
be possible in the future, making traveling yet another activity that does
not need the human intervention. In this paper we empirically evaluate
different policies to manage a reservation-based intersection, an infras-
tructure facility proposed by Dresner and Stone to regulate the transit
of vehicles through intersections. We evaluate two different scenarios, a
single intersection and a network of intersections, comparing the origi-
nal policy employed by Dresner and Stone in their work with 4 policies,
inspired by the adversarial queueing theory (AQT).

Keywords: autonomous vehicle, reservation-based intersection, control
policies, adversarial queueing theory

1 Introduction

The recent and promising advances in artificial intelligence and, particularly,
in multiagent system technology suggest that autonomous vehicle navigation in
urban road networks will be possible in the future. Safe and efficient urban auto-
mated guided vehicles (AGV) could make driving yet another activity that does
not need the human intervention. At the present time, cars can be equipped
with features such as cruise control [3] and autonomous steering [5]. Further-
more, there exist small-scale systems of AGVs, for example in factory transport
systems. If this trend holds, one day fully autonomous vehicles will populate
our road networks. In this case, given that the system will have a variable (and
possibly huge) number of vehicles and an open infrastructure, central control
such in today’s AGV systems [4] will be impossible.

To this respect, Dresner and Stone [2] introduced a minimally centralized
infrastructure facility that allows for the control of intersections. In their model,
an intersection is regulated by an intelligent agent (intersection manager) that
assigns reservations of space slots inside the intersection to each automated
guided vehicle intending to transit through the intersection. Such an approach

* This research was partially supported by the Spanish Ministry of Science and Ed-
ucation through projects “THOMAS” (TIN2006-14630-C03-02) and “AT” (CON-
SOLIDER CSD2007-0022, INGENIO 2010).
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has shown, in a simulated environment, several advantages, because it may dras-
tically reduce delays with respect to traffic light and it makes possible the use
of fine graned, vehicle-centric, control policies.

In the Dresner and Stone’s original work, the intersection manager applies
a simple first-come-first-served policy, evaluating the reservation requests in the
same order they are received by the intersection manager. Nevertheless, allowing
the intersection manager to evaluate a set of requests at the same time, it may
make more informed decisions so as to optimize the intersection throughput.
In this work, we make an empirical evaluation of different policies, inspired by
the adversarial queueing theory (AQT) [1], comparing them with the first-come-
first-served policy proposed by Dresner and Stone.

This paper is structured as follows: in section 2 we detail the Dresner and
Stone’s protocol that rules the interaction between the vehicles that want to cross
the intersection and the control facility; section 3 introduces the different policies
that can be applied for the processing of the reservation requests, evaluating
them in section 4; we discuss the experimental results in section 5; finally we
conclude in section 6.

2 Protocol

The reservation-based system proposed in [2] assumes the existence of two dif-
ferent kind of agents: intersection managers and driver agents. The intersection
manager controls an intersection and schedules the transit of each vehicle. The
driver agent is the entity that autonomously operates the vehicle.

Each driver agent, when approaching the intersection, contacts the intersec-
tion manager, sending a REQUEST message. The message contains the vehicle’s
ID, the arrival time, the arrival speed, the lane occupied by the vehicle in the
road link before the intersection and the type of turn. The intersection manager
simulates the vehicle’s transit through the intersection and informs the driver
agent whether its request has conflicts with the already confirmed reservations
or not. If the transit does not have conflicts with the confirmed reservations,
the intersection manager replies with a CONFIRMATION message, which im-
plies that the driver agent implicitly accepts the reservation parameters. On the
other hand, if the transit is not feasible, the intersection manager replies with a
REJECTION message.

The intersection manager also uses the reservation distance as a criterion
for filtering out reservation requests that could generate deadlock situations [2].
The reservation distance is approximated as v, - (t, — t), where v, is the arrival
speed of the vehicle, ¢, is the arrival time of the vehicle (both contained in the
REQUEST message), and ¢ is the current time. For each lane 4, the intersection
manager has a variable d;, initialized to co. For each reservation request 7 in lane
i, the intersection manager computes the reservation distance, d(r). If d(r) > d;,
r is rejected. If, on the other hand, d(r) < d;, r is processed as normal. If r
is rejected after being processed as normal, d; < min( d;,d(r) ). Otherwise,
d; «+ o0o. Although the use of the reservation distance does not guarantee that
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a vehicle only gets a reservation if all the vehicles in front of it already have a
reservation, it makes it more probable.

3 Reservation-based policies

In the intersection control mechanism proposed originally by Dresner and Stone,
the intersection manager processes the incoming requests with a first-come-first-
served policy (FCFS). This means that if two vehicles send requests that require
the same space-time in the intersection, the vehicle that sends the request first
will obtain the reservation. This policy in extreme case could result being quite
inefficient. Consider the case in which a set of n vehicles, vy, vo, ..., v,, such
that vy’s request has conflicts with every other vehicle, but that vs, ..., v, do
not have conflicts with one another. If v; sends its request first, its reservation
will be granted and all other vehicles’ requests will be rejected. On the other
hand, if it sends its request last, the other n — 1 vehicles will have their requests
confirmed, whilst only v; will have to wait.

Still, other policies for processing the requests, inspired by the research on
adversarial queueing theory (AQT), can be employed. The AQT [1] model has
been used in the latest years to study the stability and performance of packet-
switched networks. In this model, the arrival of packets to the network (i.e.,
the traffic pattern) is controlled by an adversary that defines, for each packet,
the place and time in which the packet joins the system. Each node in the
network has a reception buffer for every incoming edge, an output queue for
every outgoing edge, and a packet dispatcher that dispatches each incoming
packet into the corresponding output queue (or removed, if this is the final node
of the packet), using a specific policy. Under these assumptions, the stability of
the network system is studied, where stability is the property that at any time
the maximum number of packets present in the system is bounded by a constant
that may depend on system parameters.

The AQT model and the request processing of the reservation-based control
mechanism share some similarities. In the same way a packet dispatcher decides
which packet from the reception buffer will be dispatched to the corresponding
output queue, so an intersection manager may decide in which order to process
a set ot reservation requests, assigning priorities to requests accordingly with
its scheduling policy. Taking inspiration from the AQT model, we compared the
FCFS policy with 4 universally stable policies, namely longest-in-system (LIS),
shortest-in-system (SIS), farthest-to-go (FTG) and nearest-to-source (NTS). The
LIS policy gives priority to the request of the vehicle which earliest joined the
system. The SIS policy gives priority to the request of the vehicle which latest
joined the system. The FTG policy gives priority to the request of the vehicle
which still has to traverse the longest path until reaching its destination. The
NTS policy gives priority to the he request of the vehicle which is closest to its
origin, i.e., which has traversed the less portion of its whole route.
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Fig. 1. Scenario 1: single intersection

4 Experimental results

In order to implement the 4 policies, the REQUEST message sent to the in-
tersection manager must contain the necessary additional information: the time
stamp when the vehicle joined the system, i.e., when it started to travel, an
identifier of the origin location, and an identifier of the destination location.

We evaluated two different scenarios: i) a single intersection scenario (sec-
tion 4.1) and ii) a network of intersections scenario (section 4.2).

As baseline, we used an intersection regulated by traffic lights with 3 phases
(one per incoming road link) of 30 seconds each.

The experiments have been done using a custom, discrete-time, mesoscopic-
microscopic simulator. This simulator models the traffic flow on the roads at
mesoscopic level [7], where the dynamic of a vehicle is governed by the average
traffic density on the link it traverses rather than the behaviour of other vehicles
in the immediate neighbourhood as in microscopic models.

Since the mesoscopic model does not offer the necessary level of detail to
model a reservation-based intersection, when a vehicle enters an intersection its
dynamic switches into a microscopic, cellular-based, simulator, whose update
rules follow the Nagel-Schreckenberg [6] model. The cell size is set to 5 meters,
and for simplicity we assume that the vehicles cross the intersection at a constant
speed, so that any additional tuning of parameters, such as slowdown probability
or acceleration/deceleration factors, is not necessary.

4.1 Scenario 1: single intersection

In this scenario we simulate a single intersection with three road links of three
lanes each, that connect the origin set O = {O1,02, 03} with the destination
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Table 1. Traffic demands for scenario 1

A

1 5 10 15 20 25 30 35 40
total spawned vehicles 29 136 285 438 633 716 832 1063 1183

set D = {Dy, Dy, D3} (see figure 1). When a vehicle is spawned, we assign it an
origin 0; € O and a destination d; € D, with ¢ # j. We simulate different traffic
demands by varying the expected number of vehicles (A) that, for every O-D
pair, are spawned in an interval of 60 seconds. We spawned vehicles for a total
time of 10 minutes. Table 1 summarizes the global traffic demands for different
values of A.

The metrics we used to evaluate the performance of the different policies were
the average delay (sec.), the average queue time (sec.) and the average rejected
requests (% of sent requests).

The average delay measures the increase in travel time due to the presence
of the intersection (be it reservation-based or regulated by traffic lights). It is
measured running two types of simulation: in the first one, the intersection is
regulated by the control mechanism under evaluation and the vehicles must obey
the norms that the control mechanism imposes; in the second one, the vehicles
travel as if they could transit through the intersection unhindered. The difference
between the two average travel times gives us the average delay. Formally:

S —ty) — > (@ - 1)
=% icy
N

where V is the set of vehicles, N is the number of vehicles, t;} and t} are
respectively the time when vehicle 7 arrives at its destination and when it leaves
its origin in the simulation with the intersection regulated by a control mech-
anism, while ?} and % are respectively the time when vehicle ¢ arrives at its
destination and when it leaves its origin if we make the vehicles transit through
the intersection unhindered.

The average queue time is the time spent by the vehicles at the intersection
queue. Formally:

D (g, —ta)
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N
where tf] ;s the time when vehicle i leaves the queue of the intersection and
tfzo is the time when it enters the queue of the intersection.
The average rejected requests is a metric that applies only to the reservation-
based policies, and is measured as the ratio between the rejected requests and
the sent requests. Formally:
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where r? is the number of rejected requests of vehicle 7 and s’ is the number
of requests sent by vehicle i.

Figure 2 plots the average delay for different traffic demands (A € [1,40]).
When the traffic demand is low (A € [1,15]), all the reservation-based policies
(FCFS, LIS, SIS, FTG, NTS) tend to behave in the same manner, reducing the
average delay of about the 65% with respect to traffic lights (TL). Still, when
the traffic demand reach a critical value (around A = 30), the reservation-based
intersection performs worse than the traffic light intersection, with an increase of
the average delay between 24% and 50%. Among the reservation-based policies,
with high traffic densities the LIS policy is the best one (the increase of the
average delay with respect to traffic lights is “only” 24.65%), while the SIS policy
is the worst one (with an increase of 50.57%). The reservation-based intersection
outperforms a traffic light intersection particularly when the traffic demand is
below a certain threshold, because few requests are rejected and the majority of
vehicles can transit through the intersection without waiting for a green phase
such in traffic light intersections.

Although the experiments have been performed with a custom simulator
that is different from that used in [2], the above results seem consistent with the
results that we can find in [2]. In fact, in the original work by Dresner and Stone,
the reservation-based intersection with FCFS policy outperforms the traffic-light
intersection when the traffic density is in the range [0, 1] vehicles/sec, while the
authors didn’t gave any results for higher traffic demands. In our experiments,
the reservation-based intersection starts to perform worse than the traffic-light
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Fig. 4. Average rejected requests

when the expected number of vehicles (\) is 30, or, given table 1, when the traffic
demand is 1.38 vehicles/sec, beyond the maximum value evaluated in [2].

Figure 3 plots the average time spent at the intersection queue. Here are
noticeable two very distinct dynamics. With a traffic light intersection, the time
spent by the vehicles at the intersection queue grows linearly and constantly with
the traffic demand. On the other hand, with a reservation-based intersection, the
queue time settles around about 7 seconds, independently of the policy in use.
This plot gives us an idea of the vehicle’s behaviour when approaching the two
different types of intersection. If the intersection is regulated by traffic lights,
the vehicle proceeds at the speed permitted by the traffic conditions and, once it
reaches the intersection, if the traffic light is red it enters the intersection queue.
In this way, the more the vehicles approaching the intersection, the longer the
waiting time at the intersection queue. With a reservation-based intersection the
dynamic of the vehicle approaching the intersection is different. If the vehicle
holds a valid reservation, it maintains its speed because it has safety guarantees
about its transit through the intersection. On the other hand, if it does not have
such reservation, it reduces its speed for safety reasons, and it keeps requesting a
reservation to the intersection manager. Thus the collective behaviour is a slower,
smoother, traffic flow through the intersection, with few time spent stuck at the
intersection.

Finally, we evaluated the reservation-based policies in terms of average re-
jected requests (as a percentage of the sent requests). Here with rejected request
we refer to a request that cannot be granted due to conflicts with the already
confirmed reservations. Figure 4 plots the results for the different traffic de-
mands under evaluation. With low traffic density, all the policies perform quite
similarly, and the rejected requests increase linearly with the number of vehicles
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Fig. 5. Scenario 2: network of intersections

approaching the intersection. When the traffic demand reaches a critical point
(around A\ = 15), the rejected requests tend to decrease with the traffic demand.
The reason of this counterintuitive dynamic is the effect of the reservation dis-
tance. As the number of rejected requests increases, the reservation distance
tends to become smaller, because it is updated with the distance of the closest
vehicle whose request has been rejected. With high traffic density, the effect of
the reservation distance becomes predominant, filtering out the majority of the
reservation requests and processing only those of the nearest vehicles. Since less
requests are processed, less conflicts are detected, so that the average rejected
requests decrease.

4.2 Scenario 2: network of intersections

In this scenario we simulate an entire network of intersections (figure 5). We
defined several locations that serve as origins and destinations for the traffic
demand. The vehicles that commute from/to locations € O = {01, O2, O3, Oy,
Os, Og, O7} form the traffic under evaluation. The vehicles that commute from/to
locations € N' = {Ny, N2, N3, Ny, N5, Ng, N7, Ng, Ng, N1g} serve to add “noise”
and to populate the network more realistically.
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We aimed at recreating a typical morning peak, with 2 different traffic de-
mands, namely low (3986 vehicles) and high (11601 vehicles).

The metrics we used to evaluate the performance of the different policies
for a given O-D pair (o,d), with o,d € O, was the average delay per crossed
intersection (sec/intersection):

Z avgDelay(o, d) /intersections(o, d)
(0,d)eOD

lOD|

where OD is the set of all the O-D pairs (o, d), avgDelay(o, d) is the average
delay of the given O-D pair, intersections(o, d) is the number of intersections of
the route from o to d, and ||OD]| is the number of O-D pairs in the set OD.

Low traffic demand. Table 2 shows the average delay per crossed intersec-
tion and the relative delay (made 100 the best policy). At first sight, it seems
confirmed that, as for scenario 1, the traffic light intersection is the intersection
policy that causes more delay for low traffic demand. This confirms the results of
scenario 1: the reservation-based intersection with a good policy takes advantage
of low traffic demands, reducing drastically the delay with respect to a traffic
lights intersection. With traffic lights, vehicles stop at the intersection even if
there are no vehicles on the road link with the green phase. On the other hand,
with a reservation-based intersection, few vehicles mean few reservations that
are rejected, so that the transit through the intersection speeds up.

The LIS policy is the policy that causes less delay, 6.68 seconds per inter-
section, about the 21% less than the FCFS. The traffic light intersection is the
worst one: a vehicle is delayed 38 seconds when it transits through each intersec-
tion it finds on its route, with respect to the 7 — 8 seconds of a reservation-based
intersection.

Still, it is noticeable how the traffic light intersection has a low standard
deviation with respect to its average delay. This is a desirable property from the
point of view of the quality of service of the system, which in this way does not
penalize nor favour excessively a specific O-D pair, introducing the same delay
for every trip through the network.

Table 2. Average delay per crossed intersection (low traffic demand)

Average delay (sec/intersection) stdev.|Relative delay
TL 38.00 8.39 568.77
FCFS 8.13 7.43 121.64
LIS 6.68 5.63 100.00
SIS 7.63 5.68 114.24
FTG 7.12 5.58 106.56
NTS 7.65 5.35 114.44
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High traffic demand. Finally, we evaluated the reservation-based policies and
the traffic light intersection using a high traffic demand, with a total of 11601
vehicles traveling through the road network. To assess which policy is the best
one in reducing delays, we rely again on the average delay per crossed inter-
section (table 3). When the traffic demand is high, the traffic light intersection
(TL) turns out to be the best policy, with 194.38 seconds of delay per crossed
intersection. The reservation-based policies perform all slightly worse than the
traffic light intersection, with about 230 seconds of delay per crossed intersec-
tion. It is interesting to notice that also in this case the TL has the lowest
standard deviation, almost the half of the standard deviation of the best per-
forming reservation-based policy. This is a hint that as the demand increases,
the performance of a reservation-based intersection becomes more volatile: in
some part of the network it could speed up the transit through an intersection,
while in other parts it may slow down the transit even more than a traffic light,
which behaviour is, on the other hand, more predictable and stable.

Table 3. Average delay per crossed intersection (high traffic demand)

Average delay (sec/intersection) stdev.|Relative delay
TL 194.38 95.72 100.00
FCFS 226.48 154.06 116.51
LIS 229.69 162.04 118.16
SIS 230.33 161.36 118.49
FTG 233.63 159.14 120.19
NTS 225.08 160.67 115.79

5 Discussion

In the experiments described in section 4.1 and 4.2 we evaluated the performance
of different policies that a reservation-based intersection manager can employ
to process the reservation requests that it receives. One (FCFS) is the policy
used in the original work by Dresner and Stone, the others (SIS, LIS, NTS,
FTG) are policies inspired by the theory of adversarial queueing. As baseline,
we used an intersection regulated by traffic lights (TL) with n phases (one per
incoming road link) of 30 seconds each. From the experimental results of scenario
1 (single intersection) and scenario 2 (network of intersections) we can conclude
the following:

The reservation-based intersection is suited for low-load situations.
As seen in the experimental results, the reservation-based intersection re-
duces drastically the average delay when the traffic demand is low. The
vehicles are able to transit through the intersection unhindered, they almost
do not stop at the intersections, and the allocation capacity of the inter-
section is maximized. Still, when the demand increases, the throughput of
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the reservation-based intersection becomes closer to that of a traffic light
intersection, and for high traffic demand it performs even worse than a traf-
fic light intersection. This is because a reservation-based intersection is less
robust than a traffic light and its performance is very sensitive to the traffic
demand. With many vehicles approaching the intersection, the correct ar-
rival time at the intersection becomes harder to estimate and more sensitive
to traffic variations, so that many confirmed requests are cancelled by the
vehicles, thus reducing the intersection throughput.

The reservation-based intersection produces a smoother traffic flow.
From the analysis done for scenario 1, we can conclude that a reservation-
based intersection affects the pattern of the traffic flow. Although the average
delay increases with the traffic density, the reservation-based intersection re-
duces drastically the time spent by the vehicles at the intersection queue,
especially in worst case situations: the queue time with high traffic demand
(A € [20,40]) is reduced up to a 80% with the reservation-based intersection.
These two metrics suggest that a reservation-based intersection producing a
slower, smoother, flow through the intersection, with the vehicles spending
less time stuck at the intersection.

FCFS is the simplest policy but it is quite efficient. In spite of its sim-
ple behaviour, the FCFS does not perform much worse than the other, more
complex, policies. Thus, it can be considered the best choice, since it needs
less information: SIS and LIS need to know when the vehicle joined the sys-
tem, while NTS and FTG need the information about where the vehicles is
coming from and where is going to. This fact suggests also that probably we
cannot expect great improvements of the efficiency of a single intersection
using even more sophisticated policies than those evaluated in this paper.
Still, we remark the performnce of the LIS policy. As as shown in the above
experiments, it performs better than the FCFS in reducing delays and queue
time, especially in low-load situations, when the reservation-based intersec-
tion outperforms the traffic light intersection. Furthermore it can be imple-
mented with no much more effort with respect to the FCFS and the extra
information it needs cannot be manipulated by the driver agent. For exam-
ple, when the driver agent starts up, it has no time stamp, so the very first
reservation that it will request won’t have any time stamp. The intersection
manager, detecting that the request has no time stamp, could manage the
request with a default time stamp (e.g., the actual time) and then it could
“stamp” the driver agent with the actual time so that, for the rest of its trip,
it will provide a good approximation of the time when it joined the system.

6 Conclusions

Autonomous vehicle navigation in urban road networks will be possible in the
future. To this respect, Dresner and Stone introduced an infrastructure facility
that allows reservation-based control of intersection to regulate the transit of
vehicles. In this paper we evaluated different policies, inspired by the adversarial
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queueing theory, that can be employed by this kind of facility, comparing them
with the first-come-first-served policy used in the original work.

We showed that the reservation-based intersection is best suited for low-load
situations, compared with a traffic light intersection, generating a smoother traf-
fic flow with less time spent at the intersection queue. Furthermore, by empiri-
cal evaluation, we showed that, albeit simple, the first-come-first-served (FCFS)
policy is quite efficient. Still, some improvements can be obtained using the
longest-in-system (LIS) policy, which reduces delays and queue time more effec-
tively than the FCFS, especially in low-load situations.
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Abstract. The traditional representation of the populatiossd in evolutionary
algorithms raises two types of problems: the Idsgenetic diversity during the
evolutionary process and evaluation of redundadividuals. In [11, 12] the
authors propose a new formal model (PLATO) for msett representation of
individuals and their populations which applied beuristic algorithms,
minimizes the problems identified above. This pgpe&sents a computational
representation of populations based in multisets] the adaptation of the
genetic algorithm to deal with this type of repraagion, the Multiset Genetic
Algorithm (MGA). A new operator called rescalingdsveloped as well as a
metric to measure genetic diversity. The standamktic algorithm is applied
to some types of problems using the standard amahelv type of populations
and empirical results shows the genetic diversitpcreased and the number of
individuals evaluated is decreased as expected.

Keywords: Multiset, Genetic Algorithms, Genetic Diversity, RRiation-Based Algorithms

1 Introduction

Evolutionary algorithms (EA) are stochastic methdHat mimic the process of
biological evolution and have become popular téatssearch, optimization, machine
learning and design problems [1]. When applyingséhalgorithms to complex
problems where the search space is complex the feguent difficulty is the
premature convergence of the algorithm due toahk of genetic variety. Individuals
with better fithess propagate their genes in swigesgenerations leading to a
premature convergence [2]. Genetic diversity i®ietal to the evolutionary process,
and without it the EA stops at least good solutieapecially in problems that have
more than one solution (multi-modal optimizationy @volve simultaneous
objectives, multi-objective optimization.

Several strategies have been proposed to maintetig diversity at different
stages in the evolutionary process: Selection wittek pressure to fitness like
uniform or tournament selection methods; Reproduactpromoting the attraction
between elements of different individuals or usiother reproductive intelligent
operators; Mutation with several adaptive operat@sbstitution: promoting the
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replacement of individuals with similar genotypesg better fitness [2, 3, 4, 5, 6, 7,
21]. EA have revealed potential to reach good tzaarin order to find a good set of
solutions with limited computational power. The mahance of many good solutions
in parallel is desirable and good algorithms haeerbdeveloped for the clearing,
clustering, crowding, fithess sharing and specmafi®].

The efficacy of the EA is directly related to theesof the population. However, in
some applications, the evaluation of a large nunolbé@ndividuals is computationally
expensive and delays the evolutionary process. ihamze this problem we find in
literature some solutions: saving the objectivaugabf individuals in the databases,
estimating the ability of individuals using similaystems and prediction of fithess
[9,10].

All strategies above are improvements to the oaigatgorithm, which require the
redefinition of the operators and all have an iassgl computational cost. In [11, 12],
the authors introduce a new formal model using ¢bacept of multiset for the
representation of populations. This model allovesrigsolution of two problems listed
above: maintaining the genetic diversity and avajdiuperfluous evaluations. In [15]
the authors show a software prototype, based isetlideas and applied to Genetic
Algorithms (GA). This paper describes the adaptatibthe GA to a multiset based
population, also introducing a new operator callescaling. This variant is called
Multiset Genetic Algorithm (MGA). Empirical resulshow that the MGA produces
higher genetic diversity and smaller number of eatibns than the same GA using
simple population (SP). The diversity was calcuaby two measures of genetic
diversity.

2 Multisets and Multipopulations

A multiset is a collection of elements which maypear repeated. The number of
times an element occurs in a multiset is callednitsdtiplicity. The cardinality of a
multiset is the sum of the multiplicities of itseatents [13]. We can define a multiset
as a set of ordered pairs <n,e> where n is theiredity of the element e. In this
definition the set {a,a,a,b,b,c} has an equivalaepresentation in multiset
{<3,a>,<2,b><1,c>}.

EAs are based on populations of individuals in ttien of collections. In the
traditional representation it is common to haveerdpd individuals within the
population (Table 1). This can be efficiently regeted by a multiset (Table 2).
Multipopulations (MP) are populations where the ividuals are represented by
ordered pairs <n,g> where n is the number of copieke genome g. To this ordered
pair we call multiindividual (MI), and a MP is atsef Mls with number of copies
greater than zero. The set of g in a MP is caller dupport of the MP. In case of
Table 2 we have a support set with four elementgide that all of them have
different genotypes).

Populations are dynamic collections where individwae inserted, removed and
searched. To implement MP we must redefine thase thperations in the traditional
data structure to support MI.
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Search - an MP is a set of individuals, grouped in MI, aiican be
indexed. The index of an individual is defined amiage from the sum of
the multiplicity of all previous MI to this valuedded of the own
multiplicity (Table 3). Searching an individual $garching one index in
the population. This index is very important to nain the equivalence
between the MPs and the normal populations (SP)essaty for
performance comparisons.

Table 1. Population with 8 individuals of Table 2. Multi-Population equivalent of
the problem MaxOnes. the population represented in Table 1.
Genotype Fithess Copies Genotype Fitness
11111110 7 3 11111110 7
11111110 7 2 11110000 4
11111110 7 2 00001110 3
11110000 4 1 00000010 1
11110000 4
00001110 3
00001110 3
00000010 1

Table 3. Indexing Multiindividuals in the Multipopulation dfable 2.

Copies Genotype Fitness Indexes
3 11111110 7 0,1,2
2 11110000 4 3,4
2 00001110 3 56
1 00000010 1 7

Insert - when an individual is appended to the MP, that fiperation is to
check if there is already a MI with the same gepetyif true this

operation increases the number of copies of théoNiicorporate the new
individual, if false the individual is inserted ihe population and the
number of copies is one (Table 4).

Table4. Append the individual “11111110" and “00000006"the MP of the Table 3.

Copies Genotype Fitness Indexes
4 11111110 7 0,1,2,3
2 11110000 4 4,5
2 00001110 3 6,7
1 00000010 1 8
1 00000000 0 9




56 A. Manso, L. Correia

* Remove - the elimination of an individual of one MP is reo
decrementing the number of copies of the MI. If tuenber of copies decays
to zero, the Ml is removed from the data struc(iable 5).

Table 5. Remove the individual at the index 7 (“00001118Md the individual “00000010”
(index 8) in the MP of the table 4.

Copies Genotype Fithess Indexes
4 11111110 7 0,1,2,3
2 11110000 4 4,5
1 00001110 3 6
1 00000000 0 7

Appending and removing individuals in the MP proglticone search for the
individual genotype into the MP, incrementing th@mputational complexity to the
evolutionary process. To minimize this issue th&addructures to support MP must
be efficient in search, not only to select indivaéi) but also to add and remove them
from the MP. Random access is another importarecdpr the implementation of
some genetic operators.

Genetic Diversity

Genetic diversity is based on the Hamming distametsveen individual genotypes.

This measure between two bit strings returns thabmu of bits that are different in

the genotype representations. By applying the ganineiple to the entire population

we can calculate the Hamming distance of an indafidn relation to the population

as the sum of Hamming distances between it andhellother elements of the

population. The genetic diversity of the populatisrgiven by the sum of Hamming

distances of the individuals that compose it. Windea measure called the genetic
diversity consisting on a normalized form of thenkhaing distance for binary strings.

It can be efficiently computed as

I 1
genetic_diversity:niz'IZIg(n—lg), @
i=0

wherel is the number of bits of each individulglthe number of ones of the allela
the population anch the population size. The maximum diversity is WBen the
percentage of alleles for each gene is 50%, anchthenum diversity is 0.0 when all
genes have the same value. This measure produnéarsiesults topop_diversity
[20] but is computationally more efficient and srmalized to interval [0, 1].

Different alleles

The number of different alleles in the populatisranother diversity measure, which
calculates the amount of genes that are not firetthe population [14]. This metric
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can measure the ability of a population to expltre search space through the
recombination operator.

The maximum diversity is obtained when the popatatias different alleles in all
the genes and the minimum value is obtained whetha@lgenes have the same value
overall the population, which means all individuate identical.

Equation (2) shows the normalized form of the measu

| @
>a

different_allels ==—,

wherel is the number of bits of each individual amds zero if all the alleles of the
genei have the same value and one otherwise.

3 Adaptation of the Genetic Algorithm to Multi-Populations

The simple GA (SGA), when using the MP and the itiathal operators, benefits
automatically of the reduced number of evaluatiand increased genetic diversity.
The number of evaluations is decreased becausectregvaluate many individuals
at once (one multiindividual), and the genetic dsity of the population is increased
because all the Ml in the support set have diffegemotypes.

The individuals with best fithess increase theimber of copies in successive
generations. If this number of copies is not cdtadthe benefits of the MP may be
decreased due to the huge number of copies ofabteitdividuals. We can adapt the
common EA operators to this new representation,ablighter intervention can be
considered by just introducing a new operator. Wilsallow us to compare results
of the SGA with the Multiset Genetic Algorithm (MGA

Rescaling

To control the number of copies of the individuais adapted the schema defined in
[11, 12] and introduced a new operator in the dgengtocess: rescaling (Fig. 1).
Rescaling is a population operator that changesniimaber of copies of a Mi
preventing it from taking over population. We digithe number of copies of each
individual by a factor and assign the num of copies to the smallest intdgd is
greater than the division. Fig. 2 shows the eftd¢he operator in a population of 128
individuals of the problem Maxones over 250 gerienst

With the factorr equal to 1.0 the number of individuals grows irccassive
iteration. This is due to keep constant the nunadfeM! in the population where the
fittest individuals accumulate copies in the eviolnary process. Higher values iof
stabilize the number of copies of good individu@isperimental results show that the
value of 1.5 to factor it's a good compromise between number of indivisiend
number of Ml in the population.
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Fig. 1. Optimization Algorithms Operators

In the first steps of the evolution the numberrafividuals increases more slowly
because there is no individual with greater fitnixss) the others, and the number of
copies is small.

average of number of individuals
N

o 2 50 75 100 125 150 175 200 225 250
generation

— - r=11 — =r=13 r=15 —===r=17 — =r=19 r=2.1

Fig. 2 Effect of rescaling in the number of individualstire population

4 Empirical study

In our empirical results we use the MUGA simuldtds] to show the effect of MP in

the evolutionary process in comparison to SP. Tasuee the effect of the MP in the
evolutionary process we use standard GA operamrsvblve the two types of

populations: SGA — GA that evolve simple populateord MGA — GA that evolve

multipopulations. The parameters of the GA are effuahe two types of models and
are displayed in Table 8.
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Table 8. Parameters used for SGA and MGA except rescatinty (n MGA).

Population size 128 individuals or multiindividuals
Mate population size 128 individuals

Selection Binary tournament

Combination Crossover 1-cut point, probability =75%
Mutation Bitwise mutation with probability =1%
Replacement Binary tournament with no reposition
Rescaling Factor=1.5

Iterations 2500 generations

We use three functions to investigate the effed?lBf Royal Road Function R1 [16],

Knapsack [20] and MZ1 [18]. We perform 64 runs éach problem. In each one a
new random population is generated and assignbdttoMGA and SGA. The results

presented below are the arithmetic means of the performed.

Royal Road Function R1

This function is designed to investigate, in detasichema processing and
recombination [16]. It uses a 64 bit string. Itusimodal and the search space is
organized in steps with constant size.

ofindividuals

average of

generation generation
~~—~#optimaSGA - —— # optima MGA ~=~=BestSGA ——BestMGA

Fig. 3 - Average of number of optima found Fig. 4 - Average of value of best individual
by generation. found by generation.

This function has one maximum and it is hard t@al®r with no genetic diversity.
MGA found the solution 90.6% of the runs and SGArfd the optimal solution 7.8%
of the runs (Fig. 3, Fig. 4 ). Fig. 5 and Fig. ®wstthe population diversity (different
alleles and genetic diversity). The diversity of tiSGA is good because the
population does not converge and there are marat lnaxima. MGA has a higher
diversity, explained by the constant size of thppsut set. This genetic diversity in
SP eventually generates the best solution but itenations are necessary. If we take
all tests up to 2500 generations we notice the rurabevaluations in MGA (22700)
is lower than in SGA (29500) (Fig. 7). The numbéindividuals in MGA stabilizes
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in 166 after a few generations (Fig. 8). In theibeipg of evolution the number of
individuals increases because there are many foaalma with the same fitness. In
each higher fitness plateau the number of localimaxdecreases which leads to the
stabilization of the number of individuals in a Sieavalue.

average of different allels
average of genetic diversity

250 soo 7so looo 1250 1so0 1750 2000 2250 2500 o 250 So0 750 1000 1250 1500 1750 2000 2250 2500

eneration generation X
i DFSGA & = DF MGA —===GDSGA — GD MGA

Fig. 5 - Average of number of different alells Fig. 6 - Average of genetic diversity by

of the population by generation. generation.
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Fig. 7 - Average of accumulated evaluations Fig. 8 - Average number of individuals by
per generation. generation.

K napsack

Knapsack is a well know NP-complete combinatoriafirnization and we use it to
show the effects in combinatorial optimization gesbhs. We implement the problem
presented in [20]. The maximum capacity is 50%hef total height and penalization
is done by the linear function of [18].
Experimental results show that the problem hasatlfour maxima with the best
value known of 1920:
00000111110100101100100101111010011010101111110111
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Fig. 9 - Average of number of optima found Fig. 10 - Average of value of best individual
found by generation.

by generation.

The MGA always found four optimum solutions (Fig.&hd the SGA found one
optimum 67.1% of the runs. In both simulations adysolution is found. The mean
of the best values for SGA is 1915.4 and for MGA%20 (the best known) (Fig. 10).

average of different allels
D F
s
% o

00 1250
generation
~—~~-DF SGA ——DFMGA

average of genetic diversity

Lo0

-~~~ GD SGA

generation

Fig. 11 - Average of number of different
alleles of the population by generation.

Fig. 12 - Average of genetic diversity by
generation.

The number of different alleles (Fig. 11) and gandiversity (Fig. 12) in SGA
converge to zero while in MGA they converge to adjoatio: 41.9% of different
alleles and 18.7% of genetic diversity. This ladkgenetic diversity explains the
difficulty of SGA to find optimum solutions. The mber of evaluations is 10.8%
higher in SGA and the number of individuals in MG#abilizes in 226. The higher
number of individuals is explained by the numbethaf optima found by the MGA.
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MZ1

MZ1 [18, pp. 36] is a bidimensional function defihin a continuous space and we
use it to show the effect of MP in numerical optiation based in real numbers coded
in binary strings. The fitness function is descdib®y equation 3. Variable;xs
defined in the interval -3.8 x,<12.1 and coded by 18 bits and variabjesxdefined

in the interval 4.K x,<5.8 and coded by 15 bits.

MZ1(X,,X,) =215+ X, Sin(47x, ) + X, Sin(R07x, ) . (3)

average of best fitness

388 {
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generation generation
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average of number ofindividuals

Fig. 13 - Average of number of optima found Fig. 14 - Average of value of best individual
by generation. found by generation.
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Fig. 15 - Average of number of different Fig. 16 - Average of genetic diversity by
alleles of the population by generation generation

We notice that the results of MGA in this probleme aot as good as in the
previous ones. Optimization of complex functions dificult for SGA due to
premature convergence of the population. In MGA also notice premature
convergence (Fig. 13 and Fig. 14), in spite of¢bastant population diversity (Fig.
15 and Fig. 16). This is due to the fact that MG¥werges to a local maximum and
uses the genetic diversity to form a cluster aratinthe number of individuals in the
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MP stabilizes in 338, which is a high number re@sglfrom many MI with similar
high fitness.

5 Conclusion

In this paper we present an implementation of G#wgopulations represented by
multisets, named Multiset Genetic Algorithm (MGA)his model introduces a new
operator called Rescaling, to allow a comparisotween MGA and the Simple
Genetic Algorithm (SGA). We performed experimetglétermine an adequate value
for the division factor parameter of the new oparatA metric called genetic
diversity, implementing in an efficient way a nolimad Hamming distance was
proposed to evaluate the performance of the diffemodels.

We conducted a series of tests in different probletm determine the behavior of
the MGA during the evolutionary process and to caraphe results with the SGA.
The number of evaluations in MGA is lower than B/&in all the tests. MGA has
the largest genetic diversity in all situationsisThelped to reach the optimal solution
in Royal Road Function R1 and to find and maintifferent optimal solutions in the
knapsack problem. MGA in MZ1 problem did not getuks as significant as in the
other problems, but showed some directions to ¥olin the future. The cluster
around a local maximum takes the entire genetierdity through bits with little
significance to the global optimum. The conceptnaifiltiindividual (MI) can be
redefined with the incorporation of metrics thabwai a single MI to represents similar
genotypes instead of a single one. Some metricbaing study and will be subject to
investigation in the near future.

This work presents the impact of MGA in a optimiaat process using
conventional genetic operators. The standard gemgterators could be redefined,
and new ones can be developed take to advantae atimber of copies of the MI.
Some operators have already been adapted and esenprin MUGA[15]. In the
future they will be subjected to analytical treaht® determine their efficiency.

The use of multipopulations involves a computaticféort grouping individuals
in a MI. Efficient data structures that supporticdint search and random access to
the individuals will be researched to minimize tdmnputational effort.

The results of the experiences reinforce our cdioric that a multiset
representation of the population is a powerful waypreserve genetic diversity, to
avoid superfluous evaluations and, therefore, tgniicantly improve the
performance of GA.
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Abstract. We address the problem of finding the correct agents to in-
teract with from a general standpoint. We take the payoff obtained by
agents in any game with dilemma as an input to our model. Its output is
a probability distribution used in the partner selection that increasingly
favours cooperative agents. Our approach contrasts with others designed
for specific games without concerns of generality. We show both theo-
retically and experimentally that the major factor affecting cooperators
selecting only themselves is the agents’ strategies. This result does not
depend on game nature or the initial probability distribution.

1 Introduction

Models of reputation or the chance of punishing are typically models analysed in
situations where a dilemma is present. Reputation is used by agents as a measure
of how well one behaves, and thus leads to one agent being favoured in detriment
of others. Punishment is used as a method to discourage the proliferation of non-
cooperators [7]. These models are often used with concrete, but representative,
games [13,2].

Such models are put forward to explain the prevaillance of cooperation in a
population of interacting agents. Typically such models assume that the agents
are laid in some lattice that restricts with whom an agent may interact [20].
Graphs are often used to describe such restrictions. Such graphs are also called
networks of contacts. There are also models that focus on which type of network
favours the development of cooperation [12].

The model that we present focuses on partner selection by agents. Our agents
are able to select with whom they wish to interact. This approach is often taken
on models of reputation [9, 18,19, 7], where an agent maintains some vector that
classifies its potential partners. This vector is then used to pick up the most
promising partners.

We will consider that the only information an agent gets from an interaction
is its payoff. It does not know which actions were taken by its partners. This
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feature allows an agent to select its partners, only requiring knowledge about
the payoffs of whichever game is used for interaction.

The motivation of the model presented in this paper is to address the prob-
lem of how cooperative agents are able to survive in a population subject to
interaction constraints. There are several approaches to instill cooperative be-
haviour in a population of interacting agents. This is a topic of much research
in Game Theory (see for instance [6, 8, 5,21, 1,4, 8]), Sociology, Biology (see [16,
13, 3]), and Artificial Intelligence (see [9,19,22]), to name a few areas.

As we use Game Theory to model the interactions between agents, our model
makes direct use of the payoffs of a game in order to select the cooperative
partners. The model consists in a probability vector maintained by each agent
that in each position represents the probability of selecting an agent as a partner
to play a game.

Since the agent has to find the best partner, the algorithm can be compared to
a Cournot adjustment process [10] were players iteratively adjust their strategies
to their partner responses. In this paper, an agent strategy remains constant but
it adjusts its preferences towards more profitable or cooperative partners. Similar
approaches to partner selection have been tackled in [14] but they focused on
a specific game such as Prisoner’s Dilemma (PD). With the approach we now
propose, we are able to do partner selection in any situation capable of being
described as a game, and we are not limited to any particular game.

2 Definitions

We will use Game Theory as the tool to model interaction between agents. To
this end, we will consider that a population P of agents interacts accordingly to
the rules of some n-player game G. The game describes the strategies available
to players and the payoffs they obtain as a function of the strategies used. The
game has a n-dimensions strategy space S = S; X Sg X ... X S,, where agents can
draw a strategy s; € S; to play a game. The vector s = (s1,...S,) represents a
strategy profile of the n players involved in the game. The game also has n payoff
functions, u; : S — R, with ¢ € {1,2,...,n}. The payoff values are bounded and
belong to R. Let u be the lowest payoff and @ be the highest payoff in game G.

Agents are composed of a strategy s; € S;. This means agents are charac-
terised by the role they play in game G. As an example, a game may model a
buyer /seller scenario. Generally speaking, the game is asymmetric. This means
the following condition is true:

An agent to play a game G must select n — 1 agents of the appropriate role,
i.e. each one with a strategy s; with j # ¢. If the game is symmetric, then all
the strategy sets S; are equal.

We also aim at reaching a position where cooperative agents only interact
between themselves. As cooperative agents we define those that form a strategy
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profile that maximises the average payoff of the players. We define the payoff
obtained by such Pareto Optimal profile as follows:

Up = max E L(S)
s - n
4

As an example, in the Iterated Prisoner’s Dilemma (IPD) game [11], a coopera-
tive agent is one that does not defect, and in a Public Good Game (PGG) [11]
a cooperative agent is one that contributes to the common good.

Table 1 summarises the nomenclature used throughout this document.

a, B, agents

PP the population of agents

G a n-player game

w  highest payoff in game G

u  lowest payoff in game G

up payoff obtained by an agent in a Pareto Optimal profile
weq,3 label of the edge from agent « to agent 3

Table 1. Nomenclature used in this document

3 Model Description

A population P of agents is represented by a directed simple graph where a
vertex represents an agent o and a labelled edge from « to § represents the
probability of agent « interacting with (.

P = (V,E)
with:
V: {aaﬁ)f}/?"'}a
E= {(aaﬁa wa,ﬁ)7 . '}a
Wea,3 2> 0,

Zwaﬁ =1.
B

This definition allows us to represent the directed simple graph by a matrix. If
there is no link from agent a to 3, then it is assumed that probability wq, g is
Zero.

Each agent performs the following algorithm:

1. partner selection,
2. play the game,
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3. update wq, g probabilities.

In the first iterations of the algorithm, the agent must find the best partners
and increase their probability of being selected, while decreasing the chance of
selecting bad partners. Our model must strike a balance between exploring new
neighbours and exploiting the best agents it has found so far.

The algorithm can be run in a distributed fashion by each agent. No com-
munication between agents is necessary, nor any central control is required. The
we,g matrix could be split in vectors, each one maintained by the corresponding
agent.

3.1 Update policy

The edge weight update policy for agent « is a function defined as follows:
w:rﬁl = C(wg,ﬁﬂ ug)

where w!, ; is the edge weight before the game and wf, is the payoff agent o
obtains in the game.

The main focus of the work presented in this paper is the analysis of an
update policy that meets the following two conditions:

Cooperative aggregation Cooperative agents are mostly connected to each
other. If o and a neighbour § are part of a Pareto Optimal profile, then in
the limit the sum of the probability of selecting all 5 should be 1:

Ztlir&wg7ﬂ:1 Vg ua(...,88,...) = up. (1)
B

Stability The update policy must be robust in order to resist perturbations in
the population and to be applicable to any n-player game. In the long run
and in the absence of perturbations, weights must stabilise:

Jim (wfth — wl, ;) =0. (2)

We are assuming that the number of cooperative agents is equal or higher
than the number of players and partner selection is done without replacement.
Otherwise, a cooperative agent does not have enough partners to play a game.

The edge weight update policy is divided in two cases depending on whether
an agent played the game with agent a or not.

Agent 3 played the game A simple policy is to multiply the old weight by
a factor that is proportional to the distance between the payoff u obtained by
agent « and the Pareto Optimal payoff up:

¢ u—u

w u < up
“’ﬁup—g
t+1 t _
Wo.3 = Wa,g 7 U=1up
; u—u
W, 8= u>up.

uUu—up
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This rule by itself does not guarantee the condition stated by equation (1).
Only combined with the rule for the case of agents that were not selected we
achieve it. Regarding the stability, this rule will keep weights unchanged if the
payoff is equal to up. Otherwise they will tend to zero as in the first and third
cases wg 5 1s multiplied by a factor always less than 1. Either way, equation (2)
is met.

This policy from the viewpoint of an uncooperative agent is irrational. Such
agents defect in the PD, do not provide the good in PGG, keep all the money in
the Ultimatum. Their payoff is often greater than up. They should keep selecting
the partner in order to exploit him. Instead of a single peak, the update policy
should have a cutoff threshold:

wt LY u<up
wii =< “Pup —u (3)
wé P u> up.

This rule also verifies the stability condition. Another characteristic is that if
u > up the agent will not change its probabilities and thus it will probabilistically
play with the same agents. Since it is rational for all agents, we will consider it
for the remainder of the paper.

Agent ~ did not play the game The multiplicative factor used for agents
that played the game implies that the weight of all agents that played will either
stay the same or decrease. If they decrease, the difference must be distributed
among the other edge weights. A simple solution is to distribute equally:

S
=+ 0

w
where s is the sum of the difference of all link values, egressing node «, that
have played the game in the current round,

s =D (Wil —wle)

B

and variable x is the number of neighbours of agent o that were not selected.

This equation shows that this policy explores alternative partners if u < up,
since the probability of others being selected in the next iteration is increased.

Equation (4) combined with equation(3) is able to achieve the condition
expressed by equation (1). If a cooperative agent selects an uncooperative, the
corresponding weight will decrease towards zero. The difference is distributed
among the weights of players that were not selected. However, the weight of a
second uncooperative partner also increases, but not by much. Even if this second
partner is selected, its weight is reduced and distributed among all the partners.
The point is that, in the long run, weights of uncooperative agents decrease while
weights of cooperative agents will absorb the distributed differences.
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4 Experimental Analysis

The purpose of the experiments reported in this paper is to assess the time co-
operative agents take to only select themselves as partners of interaction. To this
end, simulations with different proportion and quantities of cooperative agents
were performed. Other conditions were also analysed such as initial probability
values, different games and, in one case, different game parameters.

4.1 The Games

The selected games were the Give-Take game and IPD. These games have been
chosen because they pose a dilemma. The first one is a 2-player game with several
Pareto Optimal strategy profiles [15], and the second is commonly used.

The Give-Take game is played between two agents that must share a single
resource. Only one agent can hold it and benefit from it at each iteration. That
agent can give the resource to its partner. The partner can take (grab) the
resource or do nothing. Their roles will remain the same, provided both players
do nothing. Agents change role whenever the resource ownership is changed.
Whenever an agent gives the resource away, it can receive a bonus, b,. An agent
that takes (grabs) the resource (from its partner) pays a penalty as its partner.

Two sets of parameters were used differing on the value of parameter b,:
possession of the resource per iteration was set to 1, giving the resource, by,
yields 0.5 or 0 units, taking the resource costs 2 units to the performer and 1
unit to the subject of the action. The game had at least 100 iterations, and after
the 100" the probability of occurring one more iteration was set to 0.5. Due to
implementation decisions, game length was limited to 1000 iterations.

The strategy used by the agents is deterministic and has two parameters: t,
number of iterations the agent waits (after obtaining the resource possession)
before giving it to its partner; ¢; number of iterations the agent waits (after loos-
ing the resource possession) before taking it from its partner. These parameters
allow us to have strategies that never give the resource (t, = 00, t; = z) or that
do nothing (¢, = oo, t; = 00).

The payoffs of IPD were: temptation to defect 5; cooperate 3; suckers 0;
penalty 1. Each game lasted at least 10 iterations, and after the 10*" the proba-
bility of occurring one more iteration was set to 0.5. The strategy used by agents
is stochastic and has one parameter: the probability to cooperate.

4.2 The Population

Regarding the agents, different strategies where used, which can be roughly
classified in how cooperative they are. The strategies used in the Give-Take
game are:

S1, S2, S3 These strategies always give the resource, but do so at different
times: 1, 10 and 20 iterations. They never take the resource. Therefore,
if both agents use the same strategy, their form a Pareto Optimal profile.
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However, when agents use different strategies, the one that gives the resource
sooner is explored;

S4 An uncooperative and aggressive strategy, as it never gives the resource, and
takes it immediately after it looses its possession.

The strategies used in IPD are:

S1 A cooperative strategy that always cooperates;
S2, S3 Two strategies that cooperate with probabilities 0.7 and 0.3;
S4 One is uncooperative as it always defects.

The number of strategies in the population, for each type, varied between
2, 4, 8, 16 or 32 agents. This allows us to study the time taken for different
proportions and quantities of cooperative strategies to mostly select themselves
as partners. For instance 32 S1 versus 2 of each S2, S3 and S4 is a scenario
that favours cooperative agents. A scenario with 8 of each S1, S2, S3 and S4 is
balanced for all strategies. On the contrary, a scenario with 2 S1 versus 32 of S4
and any number of S2 and S3 is very unfavourable for the cooperative agents
as they will take longer in finding the correct partners.

Total population varied among {8,10,...,112,128}. This allows us to study
how cooperative agents select themselves as interaction partners in different
scenarios. We opted for a majority of cases with a small number of agents because
we are interested in analysing the edge weights and viewing the resulting graph.
For bigger populations we have 1282 edges to examine, therefore, in this case,
we only analyse global results. As for the initial edge weights, two options were
used: identical values so that every agent has the same chance of being selected;
random values.

4.3 Other Parameters

Each simulation consisted of 1000 rounds of games. In each round all agents
played at least one game, since the following steps were performed per round for
every agent: select n — 1 partners proportionally to the edge weights, play the
game, update the edge weights of the agent that selected partners. After each
round the edge weights were recorded.

The simulation was developed in JDK 1.6. Random numbers were produced
using an instance of the cern. jet.random.engine.MersenneTwister class [17],
a pseudo-random number generator that has a large period of 219937 — 1.

Table 2 shows all the conditions tested in the experiments. For each combi-
nation of conditions 10 runs were performed and results averaged.

4.4 Results

We have plotted the average probability of a group of agents (all with the same
strategy) of selecting a group of agents (again all equal in terms of strategy).
We have also calculated the standard deviation.
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Give-Take by = 0.5

games Give-Take by =0
IPD

o . random
initial edge weight identical

# S1 2,4, 8,16, 32
# S2 2,4, 8,16, 32
# S3 2,4, 8,16, 32
# S4 2,4, 8,16, 32

Table 2. Summary of the conditions tested in the simulations.

Figure 1 shows the results from the simulations with Give-Take and b, = 0.
In this figure we additionally show the average probability at the 10000*" round.
Figure 2 shows the probability graph obtained in a simulation with 8 agents.

Figure 3 shows some results from the simulations with Give-Take and b, = 0.5
while figure 4 shows the results obtained with IPD. Since results are similar, there
are fewer plots in these figures.

5 Discussion

In the following discussion we will use the term aggregation time to refer to the
time taken for a group of strategies to mostly select themselves. That is to say,
how many rounds of edge weight updating must occur in order to observe an
approach to the condition stated by equation (1).

Initial edge weights do not influence aggregation time. This can be observed
in figures 1(a) and 1(b). Both refer to Give-Take with b, = 0 and two S1 agents.
Other numbers of S1 agents confirm these findings (results not shown).

Game nature does not influence the fact that in the long run cooperative
agents aggregate. However, aggregation time depends on game nature as well as
on agent strategies. When we compare figure 3(a) with figure 4(b), both have
the same number of cooperative strategies, but aggregation time differs. The
same line of reasoning can be established between figure 1(a) and figure 4(a),
although the first only includes simulations with initial random edge weight and
the second includes both identical and random initial edge weights. All other
number of S1 agents (see table 2) produced similar results (not shown).

In the Give-Take with by = 0 there can be three groups of cooperative strate-
gies. However, whenever a game is played, the number of iterations may vary,
and it may not be a multiple of the time each strategy keeps the resource before
giving it. This means that in a game between strategies S3, one of them may get
a payoff lower than up and thus decrease the probability of selecting its peer.
In figure 2, taken from a simulation with 2 agents per strategy, we show the
edge weight graph with weights lower than 0.15 omitted. It can be seen that S3
agents prefer S2 and S1 agents.
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Fig. 1. Results of Give-Take with by, = 0. Vertical axis represents the probability of
strategy S1 choosing a strategy in the horizontal axis. In cases 1(a) to 1(c) the results
are averages of all possible combinations of strategies S2 to S4 (see table 2). In case
1(d) we also varied the initial edge weights.

Fig. 2. Results of Give-Take with by = 0. Probability graph in the last round of a
single simulation run with 2 agents per strategy type. Edge weights lower than 0.15

were omitted.
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Fig. 3. Give-Take with b, = 0.5. Results are averages of all combinations of parameters
not fixed (see table 2).
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Fig. 4. IPD results - averages of all combinations of parameters not fixed (see table 2).

Results show that the number of cooperative strategies influences the aggre-
gation time. The higher is their number the shorter is aggregation time. This can
be observed in figure 1(d), which refers to Give-Take with b, = 0 and 16 agents
with strategy S1, that has the highest probability of this strategy selecting a
peer. Comparing figures 3(a) and 3(b), which refer to Give-Take with b, = 0.5
and have, respectively, 4 and 8 agents with strategy S1, we observe that the
second figure has the highest probability. If we increase the number of rounds,
the probability of cooperative strategies to select themselves increases, as can be
seen by comparing figure 1(a) taken at the 1000*" round and figure 1(c) taken
at the 10000*" round.

Deterministic and stochastic strategies do not impinge on aggregation time.
Instead, strategies’ cooperative nature has an influence on it. Agents with co-
operative strategies that are part of a Pareto Optimal profile will only select
themselves.

6 Conclusions and Future Work

We have proposed and analysed theoretically a model for partner selection in
a Multi-Agent System interacting through a game. We have complemented this
analysis with an experimental simulations. The results confirm the theoretical
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analysis. In particular, game nature or initial edge weights do not influence the
final aggregation result, although the former affects aggregation time while the
latter does not. In the long run, cooperative agents will only select themselves
as partners of interaction. The number of cooperative agents strongly influences
their aggregation time. The more they are, the faster they aggregate.

This model requires a memory size that grows linearly with the number of
partners. It also requires that agents are uniquely identifiable. The agent must
know in advance the population size.

Despite some limitations, the edge weight update policy does not suffer from
the problem of a period of learning followed by a period of reaping the benefits
of education. If an agent does not get a good payoff from the current players, it
will raise the edge weights of all the other agents, giving them a chance of being
selected. However, further confirmation of this property should be tested with
simulations where new agents are periodically introduced in the population, and
the games and agents that select them should be monitored.

If agents select their partners, they can also refuse to play with certain agents.
This could lead to situations where an agent cannot play because all its neigh-
bours refuse to play. However, the possibility of refusing brings the problem of
collecting experience back. During the period in which an agent is testing its
neighbours, it may be explored by non-cooperators. In addition, after an agent
closes its learning window, new agents will never play with it, unless we allow
the reopening of the learning window.

Agent strategies are fixed. We should analyse the effects of adaptation, and
apply the edge weight update policy to a framework of evolutionary games. An
agent that cannot find a suitable partner can overcome this if it changes its
strategy.
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Abstract. This work proposes a method and software for titeraatic layout
design of auxiliary circuits within a compartmerfitaoship, including pipes and
cable trays. This task is normally part of the dethdesign phase and so it is
expected that the ship’s structure, general arraegé and equipment layout
has already been decided. Accordingly, knowingstaet and goal points for
each circuit path, all of them are routed in a Ace taking into consideration,
obstacles, ramifications and several kinds of cangs. The method is
implemented using routing algorithms and genetio@ihms in order to find
the best possible group of paths considering albthove.

Keywords: Genetic Algorithms, Piping, Routing.

1 Introduction

The ship design and construction process goesdhrsaveral stages, starting by its
concept design, basic design, detail design anigiésr production. Typically, it is
on the basic design stage that the ship struchipéng and electrical circuits are
defined, and the various equipments are selecthdn,Tin the detail design stage,
everything has to come together in a unique desaking into account the specific
set of solutions found.

Amongst the various tasks of the detailed desigestthe pipe layout design
(PLD) is one of the more time-consuming and pranertor, and thus can originate
more reworks. This comes to be even more impoftannedium size ships, such as
small tankers, research and military vessels, duadk of space. In fact, bad routing
can affect the ship’s local structure, as well @sdperation and maintenance.

This problem is similar to the routing problem immcait design, but there are
significant differences: the PLD, unlike circuitsiign, is truly 3-dimensional, and the
type of restrictions and desirable characteristiesquite different.

Nowadays, there are several software tools availabht integrate the design and
manufacturing systems. In most cases, they havesam module for 3D layout,
piping and HVAC (heating, ventilation and air camahing), complemented with a
tool for checking collisions between different afige

However, we do not know any tool that provides lyfautomated system to solve
the PLD. This problem consists on finding the layofi pipe and cable routes
minimizing the length of the path connecting twanmre objects (equipments), using
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only one path or a main path with ramificationsafimh handling), while avoiding
obstacles such as ships structure, equipments ted circuits, in accordance with
several shape and location constraints (maintena@mgenomics, structural integrity,
etc). Fig. 1 shows the pipe layout of a vessetaken from NUPAS Cadmatic home
page (http://www.nupas-cadmatic.com/)[1].

Fig. 1. Pipe layout example (taken from NUPAS Cadmaticrireehome page).

Without such tool, the outcome of the overall psxceelies on the designer’s
knowledge and experience. Further, it is not pdsdir any person to define all pipe
and cable routes at the same time, which raisegriation and optimization problems.
This is in fact a serious problem for a large nundfanew constructions.

This text describes a pipe and cable routing that tan be used in the detalil
design stage in order to reduce man-hours or duragjc design stage to identify
potential problems that usually are only detectadng construction. The aims of
such tools have been defined previously by sewitilors [2] as follows:

€) to minimize user input and decision;

(b) to make the system easy to use;

(c) to incorporate both pipe and cable routes;
(d) to be used in real shipyard design process.

2. Literature review

The need for a tool to help design the piping laymas been well-known for a long
time. Back in the 80’s decade shipyards usuallit small models where straws were
placed to check for collisions between differergteyn components. With the 90’s the
first software tools that provide 3D visualizatiand collision check between objects
started to appear, integrating a large amount gbarate knowledge and a way to
automatically produce material lists and severatudeentation such as isometric
drawings for production. Nevertheless, this is fiedent problem from the one this
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paper is concerned with, since no commercial faljomated system to support the
designers in the routing selection of the differgintuits is known to exist.

Some of the first research on PLD, as defined presly, was dedicated to the
design of power plants and chemical refinerieswali as ships and submarines,
though the problems are slightly different. Durthg last two decades several studies
have been presented about this subject, tryinglte 2D and 3D problems, with and
without pipe ramifications, using different algbiits and constraints.

Asmara and Nienhuis [3], divide the approaches:immadmap search, cell
decomposition approaches, potential field methaus$ mathematical programming
methods. Probably, the most common one is the d@etlomposition approach,
consisting in the workspace division into differenaells, complemented with
mathematical programming methods, which deal wig path layout as a standard
optimization problem with constraints.

This approach was followed by Zhu and Latombe {ghere the 2D and 3D
problems were solved considering that each pathdmdyl one start point and one
goal, though several paths had to coexist in thheesaorkspace. In a first stage, the
workspace was divided into rectangular cells takintp consideration existing
obstacles. Afterwards, a search for the shortestspeonnecting all start and goal
points was performed using the A* (Branch and BQuaddorithm [5]. The order by
which the paths are calculated is critical, and e@fbranches of A* will fail to find
any solution at all. In order to solve this probleand to implement shape and
location constraints, a path evaluation techniqae imnplemented to decide the order
in which the different routes should be definedd ahen obtain sequentially a
possible solution for all paths.

Ito [6] uses genetic algorithms to define and eatduypossible paths in a uniform
cell decomposed space. His procedure, though comgai many constraints,
introduces the spatial potential energy conceptjbating a score to each cell
depending on whether the path is intended to goutir it. As an example, if it is
established that pipes should go along walls, aetovalue of potential energy is
attributed to the cells near them, while the cetiataining objects have a very high
potential energy. In the end of the process, thesipte paths are evaluated using a
fitness function, choosing the solution where the f the potential energy for all
routes in the problem is the smallest, which irt &loeady includes the shortest path
requirement.

Park and Storch [7] differ from the previous referes by proposing a cell
decomposition method of non-uniform cells, whosapsghand size is defined by
grouping different pipes into common routes andstaring pipe ramifications. This
idea stems from the analysis of fabrication costd aperabibility, which are also
used in the evaluating process of candidate patimdemented by a decision tree.

More recently, [3, 8] presented the DelftPipe tth@t aims to solve the PDL for
pipes in a ship. The tool consists of an interfadd commercial CAD systems, a
pipe routing tool and an optimizer tool. As farths pipe routing tool is concerned, it
starts by implementing a non-uniform cell decomposi method, and then
implements Djikkstra’s shortest path algorithm édest the different candidate routes
taking into account pipe ramifications and the ongewhich each circuit is routed.
The third stage uses the discrete particle swartimgation algorithm to find a
solution that complies with the performance créeof reducing the path length and
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number of bends, as well as the standard critenosed by international rules or by
the rules of the classification society accordimgvhich it is being built.

3. AISROUTE - decision support tool for pipe and chling layout
design

The AISROUTE is the decision support tool that atm&elp the designer in the task
of routing pipe circuits and electrical cablinggdrfrom collisions, along a new vessel,
once its general arrangement, structure and equiggnhecations have been defined.

This tool was built using Matlab and is similartt® one presented by the Delft
University group, in the sense that it is modukerywever the algorithms and solutions
found are quite different from the ones presentg@®,i 8].

Figure 2 shows the decision support tool block dieg where all the different
stages of the process can be seen:

(1) The “User Interface” imports the geometry froan commercial CAD
program, where the different objects (equipment siructure) are placed.
This action defines the workspace and some of dbation constraints to
paths;

(2) Next, the designer must specify all start godl points (requirements) for
the different paths, including pipe, cable routangd accessibility paths. On
the other hand, for each path the different comgsgshape and location)
should also be set, in order for them to be implaed: afterwards;

(3) Routing begins by finding several “shortesthjatolutions that fulfill the
start and goal points’ requirements and the worgspaonstraints, by
changing the order of the paths to define first;

(4) The different solutions are then used as tlit@irpopulation for a genetic
algorithm implementation that evaluates each smiutias far as all
requirements and constraints are met. This evaluat done by a fitness
function that attributes penalties when any condtrs not fulfiled and
makes use of the spatial energy concept of ltagB¢ward the best paths;

(5) Finally, once a good solution is found, the édsnterface” allows for its
visualization and its export.

” Requirements
Ui and Contraints
Routing

algorithm
Initial
Solutions
Genetic
algorithm

. - Pre
Visualization opo.sed
solution

Fig. 2. AISROUTE block diagram

User
Interface
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3.1 User Interface and workspace definition

The user interface allows the user to introduce rieeessary data for routing,
including the workspace geometry where the pathe babe defined, as well as their
requirements (start and goal points) and differemtstraints. It was built in a
windows environment using Matlab and Java objemts, it is able to import ASCII
STL files that almost all CAD software is able tert.

The first step to work with AISROUTE is to definbet space geometry of a
“compartment” containing all obstacles (equipmemd atructure), that will stand for
the location restrictions for the different patesch one of the obstacle must then be
imported from CAD software. Figure 3 shows the ustrface window, where some
solids and three routes have been added.

Internally, the space is decomposed into cubicscelhose faces have the same
area as the smallest section area of the cirauibetrouted. The coordinates of each
cell form a matrix of X x Y x Z (longitudinal/ tramerse/ vertical positions).
Afterwards, when the obstacles are imported, then3&¥rix cells related to their
position are marked as occupied.

This matrix is named the workspace, and it willtbe platform over which the
routing process is going to take place. During firiscess, the routes connecting the
different starts and goals are searched throughnthtix elements and the ones
selected as part of each path are filled up. Oheeprocess is completed, a new
solution matrix, that includes not only the workspaut also the routes, is found.
ThIS procedure is going to be described in the nbapters.

saa s aaomEIEEn

!

4

| i —

Fig. 3. AISROUTE user interface window (a), and visualiaativindow (b)

Though this cell-decomposition procedure producdarge number of cells and
causes an extra computer effort, these disadvamtagay be overlooked in
comparison with the advantages that they bring,atyam

(a) there is a direct relation between the spatakrdinates and the cells of the
workspace and solution matrices;

(b) obstacles positions are marked in the workspaa&ix and so the routes
found will be collision free without need for sulgsent collision check;
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(c) it enables the use of maze solving algorithorscfrcuits’ routing with and
without ramification;

(d) it enables the implementation of different lénof constraints and to select
areas where there are advantages for the pathsttoaugh;

3.2 Requirements and constraints analysis

Once the workspace is known there is the needetttiff the start and goal points for
each route, to identify the cells which can’t bessed by the path, and good areas for
the path to go through. In other words, it is neaegto define the requirements and
constraints for each path.

The constraints can be divided according to thature into shape and location
constraints [4], but to be able to implement thdmeyt were grouped into three
different types:

(& Type 1 —common location and shape constreongdl circuits, related to the
obstacles of the workspace, including other padhsl, to the fact that only
90° curves are allowed by the algorithm;

(b) Type 2 — shape and location constraints that @nly for a specific route,
such as the case of gravity flow pipes, or the issgmlity of going through
some areas of the workspace (e.g. cables runninggh the floor);

(c) Type 3 — location constraints originated by tireximity to other routes.
These ones are quite difficult to address sincey taee dynamic, and
dependent upon previous path choices. As an exartpie intended that
most pipes run together to be able to use commppasts, however there
are fluid systems that have to keep some distaateelen them due to heat
sensibility, or electromagnetic interference betvekectric cables.

Constraints
Type 1 Type 2 Type 3

' = Common supports

= Obstaclesclearance = Preferredlocations O BheEry
eat sensitivi
= Circuits collision = Structural elements

= Acessibility crossing
= Valvesposition

= Electromagneticinterference

(=
(=
=
©
S
—

= Valve and flangesinteraction

= Hazardeusfluids

= Direction of search = Gravity flows

- :
= 902 curves = Vertical drop limits S s

A A /

Fig. 4. Different kinds of constraints divided by theatare and type

The type 1 constraints will be present in all stkagé the process, i.e. in both
routing algorithm and genetic algorithm applicao®n the contrary, the type two
and three constraints are only going to be consilén the genetic algorithm
implementation.
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As far as the type two constraints are concerriggly tire dependent upon the
workspace and the obstacles within and though sareepre-defined within the
program, they can be easily changed or new onebe&aet by the user.

Nevertheless, the quality of the routing procesdeipendent upon the type three
constraints. These are the ones that will allowafoeasier operation of the ship and a
more reasonable layout, though they are the méfitudi to implement and to define.
Unfortunately these are also the ones that areyefully developed in this work.
Some of the constraints that should be considenedrown irFig. 4.

3.3 Routing implementation using shortest path algithms

The first approach to finding a good layout for @lcuits is made using a shortest
path algorithm presented by Lee [9] who, in itsini&bn, is able to deal with the type
one constraints.

To explain it briefly, it starts by flooding the igabor cells of the start point in all
six main directions (3 dimensional) up to when goal point is reached, taking into
account if the cells are already occupied by angtale. Then, the path is
backtracked to the start point following a pre-defl search pattern. Although this
method requires a high level of computation tinheyas selected because it is easily
changed to cope with different pipe/ cable trajtieas (more than one cell) and main
path ramifications. Additionally, the method alwdirads the shortest path, though it
can find more than one, as presented in figurg.5 (a

The algorithm change to search for routes of ciscwith several sections’ shapes
and sizes is trivial, once it is considered thabétong to the path, not only the target
cell has to be free, but also her neighbors.

To implement the ramification case, it was assuthetl besides the two points to
be connected, let's say S1-G1, there is an extea@a that will be considered as a
new start point. From G2 the flooding process isedap to the time when any of the
cells of the path S1-G1 is‘reached (figure 5(b)‘)‘.‘ |

(c) (d)

Fig. 5. Lee Algorithm routing examples for two similar stest paths (a), path ramification (b),
and different solutions for multiple routing depentupon the order of paths (c) and (d)
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In the figure 5 (c) and 5(d) examples, it can dsoseen that when routing more
than one circuit (let say S1-G1, S2-G2, S3-G3 e bhed, green), there are several
different path combinations that meet all requirateeand that are found using the
same Lee algorithm but changing the order in whiehpath search is done. As an
example the paths found when starting to route $la@Gd S2-G2 (figure 5(c)) are
very different from the ones found starting by S3{@gure 5(d)).

This is the way how the first set of solution meds are found, taking in account
for the definition of the routing order the follavg:

(a) the first route that should be considered és“dtcessibility” that connects all

different equipments/ objects defined in the woecsg

(b) the paths with larger sections should be rodted, in order to have less

curves and a more basic routing style [7];

3.4 Genetic algorithm implementation

The genetic algorithm is used to evaluate an ing& of solutions found by the
previous step and then to change them in accordaitbethe types two and three
constraints. Their implementation in this area, raentioned before, was first
presented by Ito [6].

Genetic algorithms are inspired by the principléshe evolution of species, as
described in [10] or [11]. The procedure beginsbélecting a set of possible solutions
named parents, whose characteristics are theimdsomes. These solutions are then
used to obtain a group of children (new set of issolutions), in an iterative form,
using techniques called reproduction, which malpWlthree different processes:

(@) elitism — the best parents chromosomes arg ti@hsmitted to their children;

(b) crossover — a new child is obtained mixing theomosomes of two parents,

using some of the genes of each parent;

(c) mutation — change of some of the genes of arenp in a repeated way

through the iteration process.

The evaluation of each parent/ child is done bigree$s function that incorporates
all requirements and constraints, using a penaglstesn for the ones that do not
complete the requirements or do not fulfill the stoaints. The aim is to have the less
penalties as possible, i.e. the smallest fithekseva

In this work, each 3D solution matrix is considetedbe the chromosomes with
each matrix element (corresponding to a cell) béreggene that can be occupied or
not. Accordingly the initial set of solution magi found using the shortest path
algorithm by changing the routing order are thstfirarents (initial population).

The process starts by attributing a spatial paéetergy value, dependent upon
the constraints and the circuit that is being rdute each one of the matrix elements/
cells/ genes [6]. Afterwards, using the reproductitechniques new solution
candidates are found and evaluated, aiming totfiacbaths with the lowest potential
energy, found by adding up all values of the dedkonging to the path. Further, if the
start and goal point are unconnected an extra lagge value of energy is added

(penalty).
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As an example, figure 6 represents this procedubi. Let it be assumed that the
ramified path (blue path) has already been defiiets intended that the red path
does not cross any obstacle (type one constralack)} stays away from the space
limits (type two constraint - brown) and its patioald be close to the blue path to use
the same supports (type three constraints — lighg)b A possible potential energy
distribution is presented in figure 6(b) which magult in the solution presented in
figure 6(a).

Fig. 6. Use of spatial potential energy concegh@routing of two pipes

So far, a number of preliminary tests have beenfopeed on different
configurations of compartments. The results havenbeery satisfactory, achieving
good quality results in reasonable time. We areetuily applying this software in a
real case, and evaluating the results againstamelard available solutions.

4. Conclusion

A method for the pipe and cable tray layout desigis presented using a combination
of routing algorithms [9] and genetic algorithm®[1L1], making use of the spatial
potential energy concept [6].

This is thought to be a reasonable method as lenth@ means to define the
potential energy values for each cell dependinghube circuit are well defined. In
fact, this is the most difficult and yet less coatpt part of the work.

All in all, a decision support tool the help desgn in defining the auxiliary
circuits within a compartment is working and ashle to be tested, waiting to find
all unavoidable errors in the implementation.
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Abstract. The general goal of our work is to develop smart operators
that incorporate Machine Learning methods to improve the search of
GAs (or EC, in general). As a first step in that direction, this paper
investigates if is it possible to learn to predict the behavior of the swap
mutation operator on Job-Shop Scheduling problems. For that purpose,
we generate all possible operations and assess their effect on the quality
of the solutions. We apply a learning algorithm to obtain a mapping
between a description of the operations and that effect. We obtain good
results even using relatively small training sets.

1 Introduction

Genetic Algorithms (GA) or, more generally, Evolutionary Computation (EC)
methods, are widely used in Optimization [2]. Within the EC framework, the user
may tackle an optimization problem using off-the-shelf methods, such as a binary
GA. In this case, the user must design methods to translate problem solutions
into binary strings (encode) and to translate these back into solutions (decode).
Any implementation of a binary GA can then be used to carry out the optimiza-
tion process. On the other hand, EC also enables a radically different approach,
by tailoring part or the whole optimization process to the problem. In this case,
the user may work with any kind of representation of the solutions (ranging from
simple numerical vectors to very complex structures, such as graphs and trees)
but appropriate operators must then be developed (or adapted) to carry out the
search.

The flexibility of the EC framework encourages the development of new op-
erators. These can be general operators, that depend only on the representation,
or more specific ones, that are only suitable for a small set of problem types.
This flexibility creates an appealing opportunity to employ Machine Learning
methods [5].
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The general goal behind this research is to develop smart operators that
incorporate Machine Learning methods to improve the search of GAs (or EC, in
general) so as to make it more efficient and faster. These operators should be able
to decide how to behave based on previous experience. But before developing
such an operator it is necessary to investigate the following question: is it possible
to learn to predict the behavior of GA operators?.

In this paper, we perform one such study. Our goal is to test whether it is
possible to predict the outcome of the swap mutation operator of a GA applied
to the problem of Job-Shop Scheduling. We systematically generate mutation
operations and evaluate their effect on the quality of the solutions. Then, we
characterize operations using a set of measures and, finally, we use learning
methods to obtain a mapping between the characteristics of operations and their
effect.

We start by describing the Job-Shop Scheduling problem and the mutation
operation which is investigated in this work (Section 2). Next, we describe our
approach in detail, focusing on the process of generating the data to be used for
learning (Section 3). In Section 4, we present some experimental results. Finally,
we present some conclusions and future work, namely how a smart operator can
be built based on the learning approach described in this paper (Section 5).

2 Job-Shop Scheduling Problem and Swap Mutation

We start by informally describing the Job-Shop Scheduling problem. More de-
tailed descriptions can be easily found in the literature (e.g., [6]). Then, we
describe the swap mutation operator, which is the object of this analysis.

2.1 Job Shop Scheduling problems
In summary, the Job Shop Scheduling (JSS) problem can be defined as follows:

— A finite set of n jobs

— Each job consists of a chain of operations

— A finite set of m machines

— Each machine can handle at most one operation at a time

— Each operation needs to be processed during an uninterrupted period of a
given length on each machine

The goal is to find a schedule, that is, an allocation of the operations to time
intervals on machines, that optimizes some criterion. In our experiments, the
evaluation criterion is the makespan, i.e., the end time of the job finishing the
latest.

Thus from the above definition we can figure that the most basic and simple
JSS problem consists of:

Precedence matrix This basically consists of the precedence constraints, rep-
resenting the order of the machines in which the jobs have to be processed.
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Duration matrix The time required for the jobs to be processed in the ma-

chines.

Table 1 contains an example of a 3x3 JSS problem, i.e., 3 machines and 3

jobs.

Table 1. An example of a 3x3 problem

Duration Precedence
Machinel Machine2 Machine3|Machinel Machine2 Machine3
Jobl 10 24 11 3 2 1
Job2 64 31 95 2 3 1
Job3 9 12 30 1 3 2

2.2 Representation

A chromosome is an unpartitioned permutation with m repetitions of the n jobs

[1].

An example of a solution for a 3x3 (3 Machines and 3 Jobs) JSS problem is
1,3,3,2,1,2,3,1,2

which actually will mean that:

the first operation to be scheduled is the first of job 1 (which, according the
precedence matrix, turns out to be on machine 3);

the second operation to be scheduled is the first of job 3;

the third operation to be scheduled is the second operation of job 3, as 3
appears for the second time;

and so on...

A schedule is generated by decoding a solution. We use a simple algorithm

which allocates time slots on the machines to operations, strictly following the
order in the chromosome. The steps used in the whole process of decoding can
be summarised as follows. For i € 1...n x m:

1.

2.

3.

4.

j «— i*" element of the chomosome. The value of j represents the job to
which the operation that we are scheduling belongs.

o «— number of operations of j that have been already scheduled, i.e., the
number of times j is in the chromosome before the i*".

p + machine in which the o' operation of job j should be executed (from
the precedence matrix).

d « execution time required by the operation of j to be executed oon ma-
chine p (from the duration matrix).

s « max(end time of the latest operation of job j that was already scheduled,
end time of the latest scheduled operation on machine p).

Schedule the operation of job j on machine p from time s to s + d.
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This algorithm generates valid schedules, i.e., schedules which do not violate any
of the constraints. However, it may generate schedules which unnecessarily delay
operations. For instance, let us consider two operations on the same machine,
where operation ¢ follows operation j in the chromosome. Using this algorithm,
1 will be scheduled after j, even if it the corresponding machine has a free slot
before operation j which is long enough to schedule i (and assuming that the
remaining constraints are not violated). Other algorithms exist that do not have
this shortcoming (e.g., generate active schedules [3]). However, the choice of
decoding algorithm is not essential for the purpose of this work.

2.3 Swap Mutation

Our work is focused on the swap mutation operator, which is commonly used
in permutation-based representations [2]. It simply consists of generating a new
chromosome by randomly swapping two elements from an existing one. An ex-
ample of the swap mutation operator is given in Table 2.

Table 2. An example of the swap mutation. The selected positions are 2 and 4

Chromosome 1,3,3,2,1,2,2,1,3
Mutated chromosome 1,2,3,3,1,2,2,1,3

3 Prediction of the Outcome of Swap Mutation

As stated earlier, the goal of this work is to test the hypothesis of whether it
is possible to learn models that are able to predict the behavior of GA opera-
tors and, in particular, of swap mutation. Two important characteristics of this
problem are:

— the function we are trying to learn is deterministic, unlike most learning
problems. The outcome of an operation is always the same.

— the universe of examples is finite and can be systematically generated. The
universe of solutions of a n x m problem is the set of all unpartitioned
permutations of n elements with m repetitions. The universe of all operations
is obtained by testing all possible pairwise swaps of elements for each solution
in the universe.

The size of the universe of operations is, naturally, very large, except for
very small n and m. But, in the latter case, it is possible to generate all the
possible operations, and, thus, investigate our hypothesis thoroughly, as will be
described.

The methodology proposed is the following:

1. Generate all possible operations and estimate their effect on the quality of
the corresponding solutions, which is the target variable (Section 3.1).
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2. Generate a description of each of the operations (i.e., a set of features) (Sec-
tion 3.2).

3. Use learning methods to find a mapping between these features and the
target value.

Here the target variable we are dealing with is the effect of the mutation
operator on the makespan of the solution. So the function that we are look-
ing for maps the inputs, i.e., the features of the operation (z;) to the output,
i.e., the variation in the makespan of the chromosome (Amakespan). It can be
represented as:

Amakespan = f (x1,...,zk) (1)

where k is the number of attributes. The target variable is numeric, which means
that this is a regression problem.

For the development of smart operators, it may be sufficient to know simply
if the operation is going to improve the quality of the solution or not. In this
case, the problem can be addressed as a classification problem. The class of each
operation can be determined simply by determining the sign of the variation in
makespan:

class = sign (Amakespan) (2)

Only if it is possible to generate such a mapping successfully, can we move
on to build a smart swap mutation, which can guide its operation based on a
model of its past performance.

Experimental results of this approach are presented in Section 4. Before that,
we describe in mode detail the process of generating the target values.

3.1 Target Values
Examples are generated as follows:

1. Take one of the instances and generate all the possible chromosomes, i.e.,
all unpartitioned permutations of n elements with m repetitions. In a 3x3
problem, this amounts to a total of Sgi;i):;, = 1680 chromosomes. Then, we
compute the fitness of each of the chromosomes.

2. For each one of the chromosomes, find out all the operations that is possible
to carry out with the swap mutation. For a 3x3 problem, there are 18 + 9 +
0 = 27 possible swap mutations for each solution that exchange alleles with
different values.

3. Determine the target value for each operation. This is computed as the
difference in the fitness of the chromosome that is generated by the operation
and the fitness of the original chromosome. In a 3x3 problem, we have a
total of 1680 % 27 = 45360 operations and, thus, of fitness variations. Table 3
illustrates the generation of the target value.
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Table 3. An example of the process of generating the target value

Chromosome Fitness
Original 1,2,2,3,2,3,1,1,3 208
Mutated 2,2,2,3,1,3,1,1,3 129
Variation -79

3.2 Features

To be able to predict the effect of an operation on the quality of the corresponding
solution, we need to describe those operations using predictive features. This
means that the features must contain information that is useful to determine
that effect which we are trying to predict. Additionally, the features can only
use information that is available before the operation is executed. Otherwise,
there is no need to predict its outcome. The information that is available to be
used in the development of the features is the following:

Problem :
— Precedence of the machine in the jobs (i.e., the precedence matrix)
— Execution time of the jobs on the machine (i.e., the duration matrix)
Individual :
— Order of the jobs for scheduling (i.e., the chromosome)
— Fitness of the individual
Operation : In the case of swap mutation, the information is can be used is
— Position of the swaps

Many features can be generated based one of these types of information or
combinations. In this study we have generated the following set of features:

— J1 & J2 - Jobs to which the operations being swapped belong.

— D1 & D2 - Execution time of all the operations in the job before the current
one, for J1 and J2.

— 01 & O1 - Order of the operation in the job, for J1 and J2.

— M1 & M2 - Machines in which the operation should be executed, for J1 and
J2.

— MOJ & MAOJ - The job which is numerically smaller and bigger, respec-
tively.

— NTJAB1 & NTJAB2 - Number of jobs that have occurred before the job,
for J1 and J2.

— TMJ1 & TMJ2 - Total execution time of all jobs on the machine used by
the operation, for J1 and J2.

— DBP - Difference in the position of the operations on their respective ma-
chines.

— TTBMTMJ1 & TTBMTMJ2 - Ratio of the total execution time of all jobs
on the machine used by the operation (TMJ1 or TMJ2) and the maximum
total execution time of all the machines, for J1 and J2.

— SM - Whether the operations share the same machine before and after swap.
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— NM1 & NM2 - New machines in which the operation should be executed
after the swap, for J1 and J2.

— SNM - Whether the new machines are same.

— TTOMBTTNMJ1 & TTOMBTTNMJ2 - Ratio of the total execution times
of all jobs on the old (before the swap, TMJ1 or TMJ2) and new (after the
swap) machine used by the operation, for J1 and J2.

— RIJMPJ1 & RIJMPJ2 - Ratio of the number of jobs on the machine used by
the operation, before and after it, for J1 and J2.

— NSOB1 & NSOB2 - Number of operations on the same machine of the op-
eration in between the swap positions, for J1 and J2.

— DPM - Difference between the positions of the jobs J1 and J2 on the machines
of the corresponding positions.

— TPJMJ1 & TPJMJ2 - Total execution time of the jobs executed on the same
machine used by the job, that are scheduled before it, for J1 and J2.

— MC - The mean correlation between the execution time of the jobs on the
machines, for all the jobs.

4 Experimental Results

Given that we generate all possible operations, we need to work with small
problems. We have generated ten problems with three jobs and three machines
(3x3). We implemented a problem generation method which is commonly used
in Operations Research [6].

The smart operators we plan to develop will generate models based on oper-
ations that were previously executed. The number of operations that is available
for this purpose is necessarily small when compared to the universe of all possible
operations. Although our goal at this stage of the work is simply to investigate
whether it is possible to predict the effect of an operation, we should use a rela-
tively small number of examples to be able to obtain more reliable conclusions.

Additionally, we wish to assess how small a dataset we can use and still
obtain satisfactory models. Therefore, we did experiments using 20%, 10%, 9%,
8%, 7%, 6%, 5%, 4% and 3% percent of the data for training and the remaining
data to estimate the generalization error (i.e., as test set).

The algorithms that we used for the purpose of model generation are given
in Table 4. More information about these algorithms can be found in textbooks
on Machine Learning and Statistics (e.g., [5,4]).

Table 4. Learning algorithms

Regression Classification
LR Linear Regression LD Linear Discriminant
RT Regression Tree DT Decision Tree

SVM-R Support Vector Machines SVM-C Support Vector Machines
RF-R  Random Forest RF-C Random Forest




94 S. Rajoria et al.

The results are presented in Table 5 and Figure 1. Several interesting observa-
tions can be made. Firstly, these results indicate that the hypothesis underlying
this study is true: it is possible to predict the effect of swap mutation. The best
result in the regression problem is an NMSE of 0.16 and in the classification
problem is an error rate 5%.

Table 5. Results of predicting the effect of swap mutation, varying the amount of train-

ing data. The evaluation measure for classification is the error rate and for regression
is NMSE

Regression Classification

% |LR RT SVM-R RF-R|LD DT SVM-C RF-C
20(0.59 0.55 0.29 0.16 |0.18 0.16 0.10 0.05
0[0.59 0.56 0.33 0.23 |0.190.16 0.12 0.07
0.590.55 0.35 0.24 |0.190.16 0.12 0.08
0.59 0.57 0.35 0.26 (0.190.16 0.12 0.08
0.59 0.55 0.36 0.27 (0.190.16 0.13 0.09
0.590.56 0.38 0.29 |0.190.17 0.13 0.09
0.590.56 0.39 0.31(0.190.16 0.13 0.10
0.60 0.57 0.41 0.33 (0.190.16 0.14 0.10
0.60 0.57 0.44 0.36 |0.190.17 0.15 0.11

Wk OO N 0 © =

Although the numbers cannot be compared directly, we observe that the
results obtained in the classification problem seem to be much better than the
ones obtained in the regression problem. This means that we are better able to
predict whether an operation is going to improve the quality of the solution or
not, than the value of the variation (i.e., by how much the solution improves or
worsens).

Additionally, the best results are obtained with the Random Forest algo-
rithm. The results clearly show that Support Vector Machines are also doing
pretty well. However, we note that both of these algorithms are computational
more expensive than the other ones. This cost may be relevant in the context of
the optimization algorithm, although we have not investigated this issue yet.

The lines in the plot are almost horizontal, which means that the effect of
reducing the size of the training set is not very big. However, on closer inspection,
we observe that it is stronger on the algorithms that achieve the best results. In
fact, for the Random Forests the error doubles both in the classification and the
regression problems. However, it is still low (10% and 0.36, respectively). One
interesting result is that the performance of the Discriminant Analysis methods
and simple Tree-based models are almost not affected by the training set size.

The variance of the results is also quite low, which indicates that the approach
is robust (Figure 2).
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Fig. 1. Results of predicting the effect of swap mutation, varying the amount of training
data

5 Conclusions

In this paper, we present a first set of experiments to test whether it is possible
to predict the effect of the swap mutation operator in optimization with Genetic
Algorithms. The optimization problem addressed is the Job-Shop Scheduling
problem.

Our results show that the problem is learnable, even using relatively small
training sets. This indicates that it is possible to develop a smart swap mutation
operator that decides how to mutate a chromosome based on the effect of previ-
ous operations. This smart operator must start with a model based on a small
set of operations but it could periodically (say, every 100 operations) update the
model. Here we have used larger samples, so it remains to be evaluated the effect
of using such small training sets on the quality of the results.

Such a smart operator can be regarded as a greedy operator. Therefore, we
note that although it is possible to build it, this does not necessarily mean, when
integrated in the search process of a GA, it will contribute to better solutions.
Additionally, it must be taken into account that the smart operator described
will only be useful if it is not computationally very expensive relative to the
optimization process. These issues must be verified empirically. Additionally, it
is possible to develop hybrid operators, which sometimes make decisions based
on the learning model and sometimes will choose randomly.
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Fig. 2. Variance of the results of predicting the effect of swap mutation, varying the
amount of training data

Despite the good results obtained, we believe that it is necessary to make
further tests before using this approach to develop smart operators. One im-
portant issue is the size of the optimization problems. Our experiments so far
were on very small problems. We need to test this approach on larger problems.
Naturally, it will not be possible to generate all solutions, so we will work with
samples.

Finally, the simplicity of the swap mutation makes it a good candidate to
test our hypothesis. It would be interesting to test whether it is possible to
use this approach to other operators, in particular to more complex ones, such
as crossover. The challenge lies in the design of the features used to describe
operations.
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Abstract. We present three heuristics including the usage of domain
specific knowledge to improve a general purpose algorithm for the 3D
approximate point set match problem and its application to the task of
finding 3D motifs (like surface patterns or binding sites) in proteins. The
domain specific knowledge and further heuristics are used, under certain
conditions, to reduce the run time for the search and to adapt the number
of reported matches to the expectations of the user. Compared to the
general purpose algorithm, the new version is twice as fast, and can be
further improved especially for small tolerances in the matches by means
of analyzing the distance distributions of the atoms.

1 Introduction

In recent years proteins are compared and analyzed in all of their representa-
tions: as primary structures, i.e., their bare sequences of amino acids, as sec-
ondary structures, i.e., their principal folds mostly in a—helices and [B-sheets,
and as ternary structures, i.e., their complete three-dimensional appearances.
The definition of similarity in the molecular context always depends on the sci-
entific question under investigation, especially when one takes into account that
proteins are not really rigid structures, rather they exhibit certain amount of flex-
ibility due to temperature, solvents, and other factors. In many research areas,
such as docking and functional analysis, it becomes more and more important
to compare the 3D structure of the molecules [14].

There is quite a range of algorithms and programs available to the scien-
tific community, both commercial and free, that cover different aspects of pro-
tein comparison, analysis, and fold prediction, see [6,10,12] for comprehensive
overviews of different approaches. They include backbone alignment (based on
the C,—chains), secondary structure elements alignment, and sequence—based
alignments, which either perform pairwise alignment or multiple structure align-
ment. Many of them are hosted at publicly accessible web—servers such as [1, 7,
11] and many more.
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In this article, we describe an extension of the program psm [4]—a program
being already included in a public web—based search facility [1] and especially
useful to identify small components in large arrangements, for instance, similar
surface or binding site structures, loops and hinges etc. within large proteins—
with some new features that, under certain conditions, improve its performance
and allow for a more adaptive search. The core algorithm of psm searches for all
occurrences of a small 3D point set, e.g., atoms, in a large 3D point set, e.g., the
macro—molecule. Other algorithms dedicated to a similar task include PINTS
[13] and needle-haystack [8].

The rest of the article is organized as follows. Section 2 briefly describes the
general purpose approximate point set search algorithm. Section 3 introduces the
proposed heuristics to improve the run times of the algorithm. Section 4 gathers
some preliminary results that we obtained with comparable implementations of
all proposed methods. Section 5 states some future actions that can be carried
out and, finally, Section 6 summarizes the main contributions of the work.

2 Approximate point set match

Let us, for a moment, forget the specific task that we are searching for 3D motifs
in proteins. Rather, we concentrate on the more abstract problem of searching
for a small 3D point set within a large 3D point set. Hence, given a small (both
in diameter and number of points) set of points as search pattern and a large
set of points as search space, find all locations within the search space where
the search pattern can be placed best according to a given distance metric and
applying a given kind of geometric transformation.

More formally: Let P = {p1,...,pr} € R®, |P| = k > 1 be a finite set of
3D points, the search pattern. Let S = {s1,...,5,} € R® |S| =n > k be a
finite set of 3D points, the search space. Find an injective matching function
p: P — S and a transformation 7 : R® — IR? such that D(7(P), u(P)) is
minimum, where D is an appropriate distance measure between the point sets.

Usually, 7 is taken as a rigid body transformation, i.e., a combination of a
translation and a rotation. Further possibilities include reflection and scaling.
Transformations with deformations (e.g., allowing for torsion or hinges) might
be considered, too. Common distance metrics include, for instance, root mean
square, maximum or average distance:
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Our algorithm for approximate point set match implemented in psm works
as follows ([1, 4]): First, we build an undirected distance graph G p over P, where
the nodes of the graph are the points of P and the edges define a connected graph
(for simplicity you might assume that Gp is the complete graph). Second, we
build an undirected distance graph Gg over S considering only those edges, i.e.,
distances in S, being similar (see Section 3 below) to the edges in Gp. If the
diameter of P is small compared to the diameter of S a regular grid over the
search space is used to reduce the number of candidate edges in Gg.

Once the graphs are built, we apply a backtracking algorithm to find all
subgraphs of Gg that match Gp both in graph structure and in edge distances.
Let us explain the algorithm in some detail. Assume that the nodes in Gp are
ordered in such a way that for all p;, with 1 < j < k, there exists an edge {p;,p;}
with ¢ < j. Let G% denote the subgraph induced by the nodes {pi,...,p;} of
G p; observe that G% = Gp. All these k graphs are connected graphs and for
each connected graph Gp such a sequence of graphs can be found (if Gp is the
complete graph, any sequence of nodes defines such a sequence of connected
graphs).

The backtracking algorithms starts with GL and tries to find iteratively
matches for G} in Gg with 1 < i < k. Clearly, all nodes in Gg are candidate
nodes to be matched to p;. Now, assume we have already matched a subgraph

¢, with ¢ < k and let s; = pu(p;), for 1 < j < i, denote the nodes of Gg where
p; has been matched. We try to match the next node p;y; in the sequence.
All adjacent nodes of s; that have not been matched so far and that exhibit
similar distances to all corresponding nodes with smaller indices are candidates
to be matched to p;+1. If such a node of Gg cannot be found, i.e., Gi;"l cannot
be matched, G% cannot be extended and hence backtracking takes place: we
proceed with the next candidate for p;. The backtracking algorithm eventually
finds all possible matches of Gp in Gg.

For each match we compute the optimal transformation with the help of a
direct method for RMS distance metric based on [9] or, for the other distance
metrics, with the derivative free optimization algorithm taken from [5].

Let us analyze briefly the run time behavior of the backtracking algorithm.
The subgraph matching problem itself is NP—complete. Assuming that the av-
erage degree of G is d, the worst case run time is O(n(dlogd)*~1(k — 1)!),
because in each extending iteration at most d neighbors have to be visited and
i — 1 distance checks must be performed. The factor logd is due to the fact that
we have to search for the corresponding edges in Gg. Storing the graph with
an adjacency matrix (that would allow for constant time access) rather than
using an adjacency list would make the memory requirements for practical cases
prohibitive large. Note that G p, for being assumed to be small, can be stored
as adjacency matrix with constant access time for edge queries.

In practical cases, especially when applying the basic point set match algo-
rithm to proteins, a much lower run time can be observed than stated in the
worst case analysis. As described in the next section different heuristics can be
used
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— to reduce the remaining edges in Gg, hence the average degree d is reduced,

— to reorder the nodes in G p, hence more confining edges are tested early, and

— to exploit problem specific restrictions, hence the number of candidate nodes
and/or edges is reduced.

3 Search heuristics

Before going into details, let us first take a look at the similarity relation between
two distances. We say a distance e is similar to a distance d whenever e €
[d(1—¢),d(1+¢/(1—¢€)] with 0 < e < 1. The upper bound can often be decreased
to d(1 + €) in the case the symmetry of the search is not an issue.

The tolerance €, with 0 < € < 1, is a user provided value that determines
to what extend the point set found in S can deviate from the pattern P. With
€ = 0 perfect matches are searched for. In [1,4] € was a fixed value for all edges.
In the new implementation, we allow for a more flexible approach taking into
account properties of a protein.

We present three heuristics to reduce the search time:

— One that works with the complete graph over the search pattern and reduces
the number of remaining edges in Gg taking into account the distribution of
distances being present both in P and S.

— One that uses different values for € in the similarity relation depending
whether the atoms defining the edge are located close or far on the pro-
tein chain.

— One that takes into account that certain chemical bonds within the protein
are unlikely to be very flexible.

3.1 Rare distances first

Let the graph over the search pattern be complete. Once all distance intervals
over the graph of the search pattern Gp are computed, we compute the distribu-
tion of those edges in Gg that fall into the intervals. The interval where the least
number of edges of Gg are counted defines the, let’s say, rarest distance. Clearly,
we need to maintain in Gg only those edges that correspond to the rarest dis-
tance and all adjacent edges to their end nodes with the further restriction that
the other end must have an edge with appropriate distance to the other end of
the rare edge.

We compute the final graph Gg in four steps. First, we determine the dis-
tribution to find the rarest distance. Second, we mark all nodes in Gg that are
adjacent to an edge similar to the rarest distance. Third, we mark all nodes in
G that are simultaneously adjacent to the two end nodes of a rare edge. Note
that the marks in the steps two and three are different. Fourth, we generate as
graph Gg the graph induced by the edges between marked nodes.

With this possibly smaller graph, the substructure search with the backtrack-
ing algorithm is performed.
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3.2 Flexible distance intervals

Proteins consist of one or various folded chains built as a sequence of amino
acids. Usually, the farer two atoms are located on the chain, the larger the
tolerance for their distance can be, because proteins are, to a certain degree,
flexible structures. To take advantage of this fact in our algorithm, we use this
knowledge to define different tolerances for different edges in the graphs.

We present a still very simple method to define such a flexible tolerance. Let
A be the distance in amino acid count of two atoms in the search space, i.e.,
their sequence distance, often notated as |t — j| for atoms ¢ and j of the data
set. Let M be the total number of amino acids in the search space. We define

€f-A
M—1

f= +1

as factor to enlarge the tolerated distance for a match of an edge, i.e., we use
instead of € the value fe in the similarity relation. The quantity e; > 0 denotes
a user specified value where care must be taken of that fe does not exceed 1. To
allow for a more user friendly way to introduce the additional tolerance ey with
its influence on ¢, we ask the user for a value £ > 1 and compute

2 ()

or set ey = 0 for € = 0. Hence, a value of £ = 1 means no flexible tolerance, and
the larger the value of k the larger the flexible tolerance will be. In other words,
for e; = 0 the search algorithm uses for all edges the same tolerance € as stated
above; the same is true for ey = 1 and atoms belonging to the same amino acid;
for other values of €5 and/or atoms not belonging to the same amino acid, € is
enlarged with the factor f.

3.3 Exploitation of domain specific knowledge

According to [2] we take into account the mean distance for certain chemical
bonds within the backbone of a protein. In more detail, the C—N distance in
a peptide bond is typically 1.32 A, the C-O distance in a carbon-oxygen bond
is typically 1.24 A, the C,~C distance in a carboxyl group is typically 1.52
A, and the C,—N distance is typically 1.45 A. Analyzing several proteins from
the PDB suite (RCSB Protein Data Bank) [3], we confirmed the given mean
values, and observed further a 2.232%, 2.3%, 2.332%, and 3.255% maximum
increase/decrease in distance for these four chemical bonds.

We use a simple table look—up method to identify the corresponding value
for the tolerance e depending on the types of the atoms and their distance in
amino acid count. The C,—N bond is only present when both atoms belong to
the same amino acid, the same is true for both the C-O and the C,,—C bonds.
The C—N bond is present when the amino acid distance of the two participating
atoms is one. To build the look—up table we assign to each atom an index i,
according to Table 1.
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atom||any|Cy|N|C|O
tq 02148

Table 1. Atom indices according to their type.

If the amino acid distance A between the two atoms Ay and A; defining an
edge in the distance graph is 0 or 1, we compute a table index i = A +1i,(Ag) +
ia(A1) which is used to address a table with 30 entries (see Table 2).

[{[o-5] 6 [79] 10 [11-12] 13 [14-21] 22 [23-29]
[e]] 0 ]0.03255] 0 [0.0232] 0 [0.2232] 0 [0.023] 0 |

Table 2. Tabularized values for € for pairs of atoms.

If the encountered entry in the table is 0, then we use the e value given by
the user (possibly taking into account the factor f as described in the previous
section), if it is not 0, the table entry without modification is used as € value for
the specific edge.

4 Results

We present some preliminary results illustrating the improvements comparing
the new version with the different improvements to the original psm software.
The run times have been obtained in [seconds] on a GNU/Linux system with a
Q9550 Intel processor at 2.83 GHz. psm is still implemented as a single threaded
application.

As search space we used the protein 1IRU (hydrolase, mammalian protea-
some) [15] with 47 589 atoms and an active site of the proteasome (see Figure 1).
The active site contains 40 atoms distributed over at least four non—consecutive
amino acids. The active site is a cutout of the proteasome which appears with
certain modifications several times in the protein (see Figure 2). Whenever two
matches in the search space share an atom, we consider the two matches belong-
ing to the same cluster. psm reports to the user both the number of matches and
the number of clusters encountered. A cluster shows where the motif is located
in the protein, whereas the match itself shows in what constellation (and quality
according to some pairwise distance function) the motif is present.

Figure 3 shows the preprocessing times (left plot) and the search times (right
plot) for the psm version without any improvement (upper curves) and the
same for the version where the domain specific knowledge has been taken into
account, i.e., the distances between certain pairs of atoms as stated in Section
3.3 vary at most up to the tabularized percentages. The plots are drawn over the
distance tolerance € from 0 to 35%, i.e., the mismatch of the inter-atom distances
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Fig. 2. Clusters found with psm.

comparing the search pattern to the encountered location in the search can be
that large. As one can observe the preprocessing time is almost the same for
both cases, however, the search time of the new version is half of the time of the
old version.

If we look at the number of matches found by the two versions (see Figure 4),
we see that including domain specific knowledge reduces the number of reported
matches (note the logarithmic scale in the plot). However, it is important to
mention that, at least in our current tests, the number of clusters and their
location is for all values of € exactly the same. We have observed the same
behavior for all other tests described in the on—going.

Figure 5 shows the preprocessing times (left plot) and the search times (right
plot) for versions of psm taking into account the distance distributions, i.e.,
searching for the rarest distance first. The upper curve does not use domain
specific knowledge. The plots are drawn over the distance tolerance e from 0 to
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Fig. 3. Preprocessing times (left plot) and the search times (right plot) for the psm
version without any improvement (upper curves) and the same for the version where
the domain specific knowledge has been taken into account.

10000

without
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matches
2
g

° 0,95 .1 0.15 0.2 9.25 0.3 0.39
epsilon

Fig. 4. Number of matches for the two versions without (upper curve) and with (lower
curve) domain specific knowledge (note the logarithmic scale).

20%, i.e., the mismatch of the inter—atom distances comparing the search pattern
to the encountered location in the search can be that large. As one can observe
the preprocessing time is almost the same for both cases, but has increased
about 20% compared to the versions without consideration of the distribution.
The search time with use of domain specific knowledge again is, at least for larger
values of ¢, almost halved. Moreover, if one compares the search times shown
in Figures 3 and 5, searching for the rarest distance first, reduces the search
time slightly, especially for small tolerances. Hence, although the preprocessing
time has been increased due to the processing of the distribution and the more
complex graph construction, the faster search time may lead even to an overall
faster algorithm, when partial matches (leaving several atoms out) have to be
encountered.

Figure 6 shows the effect of introducing flexible distances according to the
amino acid distance of the atoms (as introduced in Section 3.2). The preprocess-
ing times (left plot) are almost the same as in the case of no flexible distance
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Fig. 5. Preprocessing times (left plot) and the search times (right plot) for versions
of psm taking into account the distance distributions. The upper curve does not use
domain specific knowledge, whereas the lower uses that knowledge.

(compare to left plot in Figure 3). The run times have increased considerably
as expected, because we set k = 1000, a rather large value, i.e., the distance
tolerances for widely separated atoms according to their amino acid distance
became quite large. The important fact to notice is that the introduction of
domain specific knowledge (lower curves) allows for much faster run times for
larger tolerance e.

8 40
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without
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with
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o 0.05 0.1 0.15 0.2 [ 0.05 0.1 0.15 0.2
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Fig. 6. Preprocessing times (left plot) and the search times (right plot) for versions
of psm taking into account flexible distances. The upper curve does not use domain
specific knowledge, whereas the lower uses that knowledge.

Figure 7 shows what happens if both flexible distances and analysis of the
distance distribution is taken into account. Again preprocessing times (left plot)
with and without domain specific knowledge is almost equal and more or less
the same when not dealing with flexible distances (compare to left plot in Figure
5). The search times (right plot) show the same behavior as seen in Figure 6,
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with flexible distances it is not worthwhile to search with the rarest distance

first, at least, for large values of the tolerance e.
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7. Preprocessing times (left plot) and the search times (right plot) for versions of

psm taking into account both flexible distances and analysis of the distance distribu-
tion. The upper curve does not use domain specific knowledge, whereas the lower uses
that knowledge.

Preprocessing takes somewhat longer but searching is much faster. So it pays

off,

for instance, when searching for more than one pattern at a time, or when

searching for partial matches leaving out one or several atoms.

5

Further work

The ideas and preliminary tests as presented in this article can be extended
taking into account the following:

Up to now we use only domain specific knowledge of the backbone of the
protein. Possibly it would be useful to take into account further structures,
such as rings, in residues which exhibit less flexible distances as well.

We might improve the simple amino acid distance dependent tolerance to a
more sophisticated one, especially considering the possible rotation of a triple
of amino acids. Moreover, the dependence of the overall amino acid count of
the protein should be eliminated, i.e., the value of M should be established
to a fixed value gathering statistics calculated from PDB structures.
During the backtracking we might consider the rotational restrictions for
certain atom arrangements to early discard candidates.

The user might introduce individual distance tolerances for certain or all
distances within the search pattern.

Clearly, more rigorous statistical evaluation of the proposed methods on a
sufficiently large and diverse set of search spaces and motifs must be elabo-
rated.
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— Other type of domain specific knowledge might be introduced, for instance,
removal of interior atoms whenever a surface pattern is searched for, match-
ing of only chemically similar atoms, or incorporating the residue type re-
strictions taking into account properties like electrical charge or hydropho-
bicity.

— The search algorithm should be parallelized to run at least with a small
number of threads taking advantage of modern processor architectures.

6 Conclusion

We presented three approaches and certain details of their implementation to-
gether with some preliminary results on how to improve the performance of a
general purpose approximate point set match algorithm in the field of structural
protein analysis. Introducing domain specific knowledge, such as less flexible
chemical bonds, reduces the run time of a search to the half without increase in
the preprocessing time. The modified algorithm finds the same locations in terms
of clusters as the general algorithm. The run time of a search can be further re-
duced slightly taking into account the distance distribution in the search graphs.
However, the preprocessing time is increased by roughly 20%. Hence, analyzing
the distributions pays off whenever the preprocessing time can be amortized, e.g.,
if partial matches must be found. With the help of flexible distances according
to the amino acid distance of the atoms, large tolerances can be employed with
moderate increase of the overall search time.
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Abstract. We propose a new approach for implementing P-log using XASP, the
interface of XSB with Smodels. By using the tabling mechanism of XSB, our
system is most of the times faster than P-log. In addition, our implementation has
query features not supported by P-log, as well as new set operations for domain
definition.

1 Introduction

Probabilistic reasoning became the major approach for reasoning under uncertainty.
From the standpoint of logic and logic programming, the addition of probabilities al-
lows us to represent and reason about finitely varying degrees of belief. From the stand-
point of probability and Bayesian Networks, the addition of rule-based representations
allows the creation and modification of probabilistic models more easily. The combina-
tion of these two lines of research has been attempted in the recent years, resulting in
formalisms with both logical and probabilistic knowledge representation capabilities.

One of the approaches is Pearl’s probabilistic causal models [8]. Many of the diffi-
culties in probabilistic reasoning on Pearl’s formalism lie not only in the use of proba-
bilistic models, but in their formulation relying on propositional reasoning. Other for-
malisms have proposed the integration between logic and probability such as Pooles
Probabilistic Horn Abduction (PHA) [3], the Independent Choice Logic (ICL) [4, 5],
the LPAD formalism [9], and the recent language P-log [1].

P-log is a declarative language based on a logic formalism for probabilistic reason-
ing and action. P-log uses Answer Set Programming (ASP) as its logical and Causal
Bayesian Networks (CBN) as its probabilistic foundations. A P-log program consists
of a logical part and a probabilistic part. The logical part represents knowledge which
determines the possible worlds of the program, including ASP rules and declarations
of random attributes, while the probabilistic part contains probability declarations (pr-
atoms) which determine the probabilities of those worlds [1, 2]. Although ASP has been
proven to be a useful paradigm for solving a variety of combinatorial problems, its non-
relevance property [11] makes the P-log system sometimes computationally redundant.

In this paper, we explore a new approach for implementing P-log using XASP, the
interface of XSB with Smodels [11] — an answer set solver. With XASP, the relevance
of the system is maintained [7]. Moreover, by using the tabling mechanism of XSB
our system is most of the times faster than P-log. In addition, our implementation has
new kind of queries not supported by P-log, as well as new set operations for domain
definition.
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The rest of this paper is organized as follows. Section 2 provides a description of the
syntax and semantics of the extended P-log system, following closely the formalisms
in [1, 2]. Section 3 exhibits some examples. Section 4 outlines the implementation, pro-
viding benchmarks comparing P-log(ASP) (original P-log implementation based on [1,
2]) and P-log(XSB) (the new implementation). The paper finishes with conclusions and
directions for future work.

2 [Extended P-log

In this section, the syntax and semantics of extended P-log programs are defined, being
compatible with those ones of the original P-log [1]. The extended syntax has constructs
for declaring new sorts by union or intersection of other sorts. This syntactic sugar
enables a more declarative representation of many practical problems; for instance, the
domain of students who attend both physics and math courses is the intersection of
participants in each course, or the domain of cards in the poker game is the union of
hearts, spades, diamonds and clubs. In addition, by using XASP, the logical part can
use arbitrary XSB prolog code, thus, allowing for the representation of more complex
problems that are more difficult or even impossible to express in the original P-log
language. The semantics is given by an adapted program transformation into XASP,
including the new set operations.

2.1 Syntax

In general, a P-log program I7 consists of a sorted signature, declarations, a regular part,
a set of random selection rules, a probabilistic information part, and a set of observations
and actions.

Sorted signature and Declaration The sorted signature X' of I contains a set of con-
stant symbols and term-building function symbols, which are used to form terms in the
usual way. Additionally, the signature contains a collection of special function symbols
called attributes. Attribute terms are expressions of the form a(t_), where a is an attribute
and t is a vector of terms of the sorts required by a. A literal is an atomic statement, p,
or its explicit negation, neg_p. In addition, p is considered to be the explicit negation of
neg_p. The expressions p and not p where not is the default negation of ASP are called
extended literals.

The declaration part of a P-log program is defined as a collection of sorts and
sort declarations of attributes. A sort ¢ can be defined by listing all the elements ¢ =
{z1,...,x,}, by specifying the range of values ¢ = {L..U} where L and U are the
integer lower bound and upper bound, or even by specifying range of values of mem-
bers ¢ = {h(L..U)} where h/1 is a unary predicate. We are also able to define a sort
by arbitrarily mixing the previous constructions, e.g. ¢ = {1, .., pn, L..U, h(M..N)}.
In addition, in the extended version, it is allowed to declare union and intersection of
sorts: ¢ = union(cy, ....,c,) and ¢ = intersection(cy, ..., ¢, ), respectively, where
ci, 1 < i < n, are declared sorts.

Declaration of an attribute a with domain ¢; X ... X ¢, and range c is represented
by:a:cy X ... X ¢, —> c¢p. If a has no domain parameter, we simply write a : cy. The
range of a is denoted by range(a).
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Regular part This part of a P-log program consists of a collection of XSB Prolog rules,
facts and integrity constraints (IC), formed by literals of 2. An IC is encoded as a XSB
rule with the false literal in the head.

Random Selection Rule This is a rule for attribute a having the form:
random(RandomName, a(t), DynamicRange) : — Body

This means the attribute instance a() is random if the preconditions in Body are sat-
isfied. The DynamicRange allows to restrict the default range for random attributes.
The Random N ame is a syntactic mechanism used to link random attributes to the cor-
responding probabilities. If there is no precondition, we simply put ¢rue in the body.
A constant full can be used in DynamicRange to signal that the dynamic domain
equals to range(a).

Probabilistic Information Information about probabilities of random attribute in-
stances a(t) taking particular value y is given by probability atoms (or pa-atoms for
short) which have the following form:

pa(RandomName, a(t,y),d(A, B)) : = Body.

It means if Body were true, and the value of a(¥) were selected by a rule named
RandomN ame, then Body would cause a(t) = y with probability %.

Example 1 (Dice [1]). There are two dice, d1 and d2, belonging to Mike and John,
respectively. Each dice has scores from 1 through 6, and will be rolled once. The dice
owned by Mike is biased to 6 with probability 1/4. This scenario can be coded with the
following P-log(XSB) program I1 ;..

1. score = {1..6}. dice = {dl,d2}.

2. owns (dl,mike) . owns (d2, john) .

3. roll : dice —--> score.

4. random(r (D), roll (D), full) :— true.

5. pa(r(D), roll(Db,6), d(1l,4)) :— owns(D,mike).

Two sorts score and roll of the signature of I14;.. are declared in lines 1. The regular
part contains two facts in line 2 saying that dice d1 belongs to Mike and d2 belongs
to John. Line 3 is the declaration of attribute roll mapping each dice to a score. Line
4 states that the distribution of attribute roll is random. Line 5 belongs to probabilistic
information part, saying that the dice owned by Mike is biased to 6 with probability i.

Note that the probability of an atom a(¢,y) will be directly assigned if the corre-
sponding pa/ 3 atom is in the head of some pa-rule with a true body. To define proba-
bilities of the remaining atoms we assume that by default, all values of a given attribute
which are not assigned a probability are equally likely. For instance, probabilities of
rolling Mike’s dice to be 4,7 € {1,2,3,4, 5}, are the same and equal to 3/20.

Observations and Actions Observations and actions are, respectively, statements of
the forms obs(l) and do(l), where [ is a literal. Observations are used to record the out-
comes of random events, i.e. random attributes and attributes dependent on them. The
dice domain may, for instance, contain obs (roll (dl,4)) to record the outcome
of rolling dice d1. The statement do(a(t,y)) indicates that a(t) = y is made true as
the result of a deliberate (non-random) action. For instance, do (rol1l (d1, 4)) may
indicate that d1 was simply put on the table in the described position.
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2.2 Semantics

The semantics is defined in two stages. First it defines a mapping of the logical part of
IT into its XASP counterpart 7(IT). The answer sets of 7(II) plays the role of possible
worlds of II. Next the probabilistic part of 7(I1) is used to define a measure over
the possible worlds as well as the probability of (complex) formulas. This part of the
semantics exactly follows the one in [1].

The logical part of a P-log program II is transformed into its XASP counterpart
7(IT) by the following five steps:

1. Sort declaration:
— for every sort declaration ¢ = {x1, .., 2, } of IT, 7(II) contains c(z;) for each
1< <n.
— for every sort declaration ¢ = {L..U} of II, 7(IT) contains c(i) where L <
t < U, with integers L < U.
— for every sort declaration ¢ = {h(L..U)} of II, 7(II) contains c(h(i)) where
L << U, withintegers L < U.
— for every sort declaration ¢ = wunion(cy,...,c,), 7(II) contains the rules
e(X):—¢i(X)foreach1 < i <mn.
— for every sort declaration ¢ = intersection(cy, ..., ¢,), 7(II) contains the rule
o(X):—a(X),...,cn(X).
2. Regular part: For each attribute term a(¢), 7(II) contains the rules:
- false :—a(t,Y1), a(t,Y2), Y1\ =Y2.
which is to guarantee that in each answer set a (%) has at most one value.
= a(t,y) : = do(a(t,y)).
which is to guarantee that the atoms which are made true by a deliberate action
are indeed true.
3. Random selection:
— For attribute a, 7(IT) contains the rule: intervene(a(t)) : — do(a(t,Y)).
— Each random selection rule
random(RanName, a(t), DynRange) : — Body.
is translated into:

e a(t,Y) : - tnot(intervene(a(t))), tnot(neg_a(
neg-a(t,Y) : — tnot(intervene(a(t))), tnot(a(
atLeastOne(RanName,t) : - a(t,Y).
false :—tnot(atLeastOne(RanName,t)).
if DynRange is full, 7(IT) contains
pd(RanName, a(t,Y)) :— tnot(intervene(a(t))), Body.

e if DynRange is not full, 7(II) contains two rules

false :— a(t,Y), tnot(DynRange), Body, tnot(intervene(a(t))).
pd(RanName, a(t,Y)) : - tnot(intervene(a(t))), DynRange, Body.
4. Observation and action: 7(II) contains actions and observations of IT.
5. For each literal [, 7(IT) contains the rule: false : - obs(l), tnot(l).

Y)), Body.
Y

t,
t,Y)), Body.

Similarly to ASP, in the body of each XASP rule additional domain predicates are
necessary for grounding variables appeared in non-domain predicates (see example 2
for concrete details). In the transformation the XSB default table negation operator
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tnot/1 is used. In the transformation of random selection the auxiliary predicate pd/ 2
is used to define default probabilities, recording for each world what are the possi-
ble values Y for random attribute term a(¢) . The execution of a deliberate action on
a(t) makes the corresponding intervene(a(t)) true, thereby blocking the generation
of random alternatives for attribute a(%). Also notice that our semantics is equivalent to
the semantics defined in [1] for the original P-log syntax. In fact, we reformulated the
transformation from the original paper to adapt it to the XASP syntax. For example,
the cardinality expression of Smodels language used in the original paper is replaced
with an even loop to generate stable models and rules for determining upper and lower
bounds. The rationale for the transformation can be found in [1].

Notice that the probabilistic information part of a P-log program, consisting of pa-
rules, is kept unchanged through the transformation

Example 2. For better understanding of the transformation, we provide here the result-
ing transformed program 7(I14;ce ) of I14;cc described in example 1:

1. score(l). score(2). score(3). score(4). score(5). score(6).
2. dice(dl). dice(d2). owns(dl,mike) . owns (d2, john) .
3. false:-score(X),score(Y),dice(D),roll(D,X),roll(D,Y),X \= Y.
4. roll(D,X) :— dice(D), score(X), do(roll(D,X)).
5. intervene (roll (D)) :-dice (D), score (X),do(roll (D,X)) .
6. roll(D,X) :— dice (D), score(X),

tnot (intervene (roll (D)) ), tnot (neg_roll (D,X)) .
7. neg_roll(D,X) :- dice (D), score(X),

tnot (intervene (roll (D))),tnot (roll (D,X)).
8. atLeastOne(r(D),D) :- dice (D), score(X), roll(D,X).
9. false :- dice (D), tnot (atLeastOne(r(D),D)).
10.pd(r (D), ro0ll(D,X)) :— dice(D), score(X),

tnot (intervene (roll (D,X))) .
11l.pa(r(D),ro0ll(D,6),d(1l,4)) :— owns(D,mike).

Lines 1-2 are the transformation of sorts declaration. Lines 3-4 are the resulting code
of the transformation for attribute rol1l (regular part). Lines 5-10 are the result of the
transformation for the random selection part in line 5 of I14;... Line 11 is the probabilis-
tic information part, being kept unchanged from the original program (line 6 of I1;..).
Notice that the domain predicates score/1 and dice/1 were added in some rules (lines
3-10) for variables grounding purpose.

3 Examples of Application

In this section we describe several examples that have been tested in P-log(ASP) and
P-log(XSB). Several problems are easily solved using probabilistic knowledge, but here
we focus on how can inferences be drawn logically.

3.1 Cards Problem

Suppose there is a deck of cards divided into spades, hearts, diamonds and clubs. Each
suit contains a numbers and pictures. Numbers are from 1 to 10 and pictures are jack,
queen and king. What is the probability of having single pair at hand [16]?
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1. heart = {h(1..10), h(jack), h(queen), h(king)}
spade = {s(1..10), s(jack), s(queen), s(king)}.
diamond = {d(1..10), d(jack), d(queen), d(king)}.
club = {c(1..10), c(jack), c(queen), c(king)}

2. cards = union (heart, spade, diamond, club) .

3. number = {1..5}.

4. draw : number —--> cards.

5. random(r (N),draw(N), full) :— true.

6. false :— same.

7. same :— draw(N1l,X), draw(N2,X), N1 \= N2.

8. pair (N1,N2):—draw(N1,X1),draw(N2,X2),N1\=N2, sameValue (X1,X2) .

9. sameValue (X,Y) :— X =.. [_|V], Y =.. [_|V].

10.singlePair :-

findall (pair(X,Y), pair(X,Y), [pair(Cl,C2),pair(C2,Cl)]).

Fig. 1: Cards Example

The corresponding P-log(XSB) program is shown in Figure 1. Lines 1-4 are dec-
laration of attributes. Line 5 is a random selection rule, saying that the distribution of
each attribute draw; is random. In this example, the same card cannot be drawn twice.
This condition is modelled by an ICt in line 6. Lines 8-10 capture the existence of a
single pair, namely, predicate pair (N1, N2) in line 8 says that the two different draw-
ings N1-th and N2-th provide a pair, i.e. give the same value (defined by predicate
sameValue/2 in line 9), and line 10 says that there is only one pair, i.e. there are ex-
actly two different but commutative pairs of drawings that hold (implemented using
XSB built-in predicate findall/3).

Notice that in this example we use some built-in predicates of XSB that are
not supported by ASP such as (=..)/2 and findall/3. This feature enables our sys-
tem to be able to model more complicated problems. To model, for example, the
rule for sameValue/2 in line 9, in P-log(ASP) we must use a number of rules for
grounding that rule. Probability of drawing a single pair is obtained by the query ?—
pr (singlePair, Vp) . The system is supposed to provide the answer [16]: Vp =
0.422569. However, our system only manages to give the answer for the problem with
smaller size. Further discussion can be found in subsection 4.2.

3.2 Wetgrass Problem

Consider the Wetgrass example [10] in which all nodes are boolean random variables,
where the two possible values are denoted by t(true) and f(false). The corresponding
Bayesian Network can be found in Figure 2.

The corresponding P-log(XSB) program is shown in Figure 3. As we see in Figure 2,
the event grass is wet (W=true) has two possible causes: either the water sprinkler is
on (S=true) or it is raining (R=true). The domain declarations are described in lines
1-2. The attributes sprinkler, rain, cloudy and wetgrass are distributed randomly (line
3). The probabilistic relationships are captured by the Conditional Probability Tables
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Fig. 2: Bayesian Network for Wetgrass Example

(CPTs) in the diagram. The probabilistic information pa-clauses in line 4 represent the
conditional probabilities according to the CPTs table.

Suppose we observe that grass is wet. We want to know which one is the
more likely cause of wetgrass, raining or sprinkler. The probability of raining be-
ing true given wetgrass is true can be easily obtained mathematically Pr(R =
true|W = true) = 0.7079. Similarly, the probability of sprinkler being on given
wetgrass is true: Pr(S = true|lW = true) = 0.4298. These exact values can be
found with the queries ?— pr (rain(t)’ |’ obs (wetgrass(t)),PR) and ?-
pr (sprinkler (t)’ |’ obs (wetgrass (t)),PS) !, respectively.

Probabilistic Reasoning with P-log(XSB) We show how P-log(XSB) can be used as
a meta-level language for probabilistic reasoning. The example is extended with the
scenario represented in lines 5-9. Imagine that some students have finished their lectures
and they are planning to refresh themselves. They have to make decision on one of two
choices: going to the beach or the cinema (line 5). If it is not raining, they choose to go
to the beach (lines 6-7). Otherwise going to the cinema is the only option (line 8). The
probability of raining to be true is higher if it was raining last night (line 9). Based on
the observation, this morning they saw the grass was wet. So, what will they choose for
their refreshing moment?

This can be done with the query ?-refreshing (X) . The system provides the
answer: X = goingToCinema since it was raining (line 8), which is based on the fact
that the probability of raining given that grass is wet is higher than the one of sprinkler
being on under the same condition (line 9).

3.3 Random blocks problem [15, 14]

A problem in the random blocks domain consists of a collection of locations, knowl-
edge of which locations left of and below each other, a set of blocks, and knowledge

! The probability of A given B is computed using the query ?— pr (A ' |’ B, V).
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1. bool={t, f}.

2. cloudy:bool. rain:bool. sprinkler:bool. wetgrass:bool.
3. random(rc, cloudy, full). random(rr, rain, full).
random(rs, sprinkler, full). random(rw, wetgrass, full).
4. pa(rc,cloudy(t),d(1,2)). pal(rc,cloudy(f),d(1,2)).
a(rs,sprinkler(t),d(1,2)) :- cloudy(f).
a(rs,sprinkler(t),d(1,10)) :— cloudy(t).
a(rr,rain(t),d(2,10)) :- cloudy(f).
a(rr,rain(t),d(8,10)) :- cloudy(t).
a(rw,wetgrass(t),d(0,1)) :- sprinkler(f),rain(f).
a(rw,wetgrass(t),d(9,10)) :— sprinkler(t),rain(f).
a(rw,wetgrass(t),d(9,10)) :- sprinkler(f),rain(t).
pa (rw,wetgrass(t),d(99,100)) :- sprinkler(t),rain(t).
5. refreshing(goingToBeach) :- goingToBeach.
refreshing (goingToCinema) : - goingToCinema.
6. goingToBeach :- sunny.
7. sunny :— not raining.
8. goingToCinema :- raining.
9. raining :- pr(rain(t) ' |’ obs(wetgrass(t)),PR),

pr (sprinkler (t)’ |’ obs (wetgrass(t)),PS), PR > PS.

Fig. 3: Wetgrass example

of a location for each block. This problem was introduced in [15] to demonstrate the
performance of ACE , a system for probabilistic inference based on relational BNs. In
[14] it was used as a benchmark to compare latest P-log [12] to ACE (P-log is faster).

We use that problem to compare our system to the latest Plog. The representation
of the problem in Plog(XSB) syntax is straightforwardly adapted from the one in P-
log(ASP) [14]. Due to lack of space we will not show it here.

4 Implementation of the P-log(XSB) system

Our system consists of two main modules: transformation and probabilistic informa-
tion processing. The first module transforms an original P-log(XSB) program into an
appropriate form for further computation by the second module. Both modules were
developed on top of XSB Prolog [20], an extensively used and state-of-the-art logic
programming inference engine implementation, supporting the Well-Founded Seman-
tics (WES) for normal logic programs.

The tabling mechanism [19] used by XSB not only provides significant decrease
in time complexity of logic program evaluation, but also allows for extending WFS
to other non-monotonic semantics. An example of this is the XASP interface (stand-
ing for XSB Answer Set Programming) which extends WFS with Smodels to compute
stable models [6]. In XASP, only the relevant part to the query of the program is sent
to Smodels for evaluation [11]. This allows us to maintain the relevance property for
queries over programs, something that ASP does not comply to [7]. ASP obtains all the
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complete stable models for the whole program, which might contain redundant infor-
mation for the evaluation of a particular query. Our approach of using XASP interface
sidesteps this issue, sending to Smodels only part of the program that is relevant to the
query.

The transformation module transforms the original P-log (XSB) program into a
XASP program using five transformation steps described in section 2. This program is
then used as the input of the Probabilistic Processing module which will compute all
stable models with necessary information for dealing with the query. Only predicates
for random attributes and probabilistic information, which have been coded by pred-
icates pd/2 as the default probability and pa/3 as the assigned probability are kept
in each stable model. In the current version of XASP, those literals are collected by a
(posterior) filter after all stable models were generated. This is improved in our system
by (ourselves) equipping XASP with a prior filter which enables it to generate stable
models with literals by need.

Having obtained stable models with necessary information, the system is ready
to answer queries about probabilistic information coded inside the program. Besides
queries in form of ASP formulas, our system was extended to be able to answer queries
in the form of Prolog predicates which can be defined in a variety of ways. The code
for defining the predicate can be included in the original P-log(XSB) program, in a sep-
arated XSB prolog program or even asserted into the system. This feature enables us to
give very complicated queries which is difficult or even impossible for P-log(ASP) to
tackle, e.g. singlerPair in the Cards problem. The implementation of this new feature
can be done easily with XASP, using the query as a filter for ruling out unsatisfied stable
models. In addition, arguing that the system’s users usually need to query the program
with a number of goals for different kinds of probabilistic information, the system is
optimized for answering several queries. In this way the meta-queries illustrated in the
previous Wetgrass example can be executed faster, enabling the construction of more
sophisticated knowledge bases making use of probabilistic reasoning. Technically, this
has been done by memorizing predicates used for processing queries. That means for
most of predicates necessary for processing probabilistic queries, we only have to com-
pute them once and reuse the results later without further computation. Moreover, since
in the implementation of conditional probability, probabilities of two queries must be
computed [1], it benefits even more from the tabling mechanism. The good effects of
this choice are clear and discussed below.

4.1 Analysis of implementation

Based on the formalisms in section 2 we have successfully implemented P-log in XSB
using XASP. In addition, we have compared some computation results of our system to
the P-log(ASP) current version [12].

4.2 Evaluation

In this section we describe some benchmark problems used to compare the performance
of our implementation in XASP with the one of P-log(ASP). We use the same examples
described above, just with greater size. For clarity, we denote by Dice(D, X) the Dice
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example with D dice and each dice having X scores; Cards({D, X ) — Card example with
D drawn cards and X cards on the deck; Block(D, X) — Random block example with
D blocks and X locations. Since the probability of a formula w.r.t. a program depends
on stable models in which it is true and those models can be obtained by combining
the ones of its atomic elements, we can use just the set of atomic formulas, for example
roll(dl,) and roll(d2,i) (i = 1,...,20) in Dice(2,20), for testing the performance
of the systems, reflecting the performance of any formulas.

Table 1 shows the number of stable models, time for the first run, average time
from second to tenth runs as well as average time of ten runs of atomic queries (queries
for atomic formulas) w.r.t. P-log(XSB) and P-log(ASP) on a computer running Linux
Ubuntu 8.10, 1.8 Ghz core 2 dual, and 2 GByte of RAM. The P-log(XSB) system was
run on XSB 3.2. Both systems use Smodels 2.33, Lparse-1.1.1. Notice that since we use
a set of atomic queries for comparison, only relevant part of the examples which does
not contain P-log(ASP) unsupported constructs is necessary for the P-log(ASP) site.

We have run with a number of sets of ten randomly selected atomic queries in both
systems and realized that the relative performance of the systems did not depend on the
selected sets. This is because of the way the probability of formulas is computed: in
any case, the unnormalized probability of every stable model of the program must be
computed, and then reused for each stable model in the list of the ones that satisfy the
formula. Also note that in our system it is possible to run all ten queries at once, making
a conjunctive query with those ten queries in the body, and the performance is identical
to the one obtained by running the queries separately. However, this is not the case with
P-log(ASP) where the queries have to be run separately. We consider only the total time
of computing stable models and deriving the answers. The time of transformation is
considerably small on both systems, thus being ignored.

Table 1: Benchmark

P-Log(XSB) P-Log(ASP)

Number of |_. Average | Average |_. Average | Average
Examples Stable Models First Run|Second Run (10 timis) (2nd - 1%&1) First Run|Second Run 10 timis) (2nd - 1%)th)
Dice(2, 20) 400 0.1160 0.0120 0.0216 0.0111 0.07 0.03 0.0456 0.0411
Dice(2, 50) 2,500 3.7880 0.1000 0.4872 0.1204 0.71 0.72 0.7189 0.72
Dice(2, 100) 10,000 88.2490 |  0.6600 9.4181 0.6591 7.41 7.41 Down in 6th run
Cards(5, 8) 6,720 1.5520 0.3360 0.3764 0.2458 0.63 0.66 0.6367 ‘ 0.6378
Cards(5, 10) 30,240 8.1320 1.7000 2.1221 1.4543 3.68 3.69 Down in 7th run
Cards(5,11) 55,440 15.9440 | 3.2970 4.7246 3.4780 7.64 7.52 Down in 4th run
Cards(5, 12) 95,040 29.3250 | 6.0010 8.6161 6.3151 14.49 Down - -
Block(3,22) 9,240 6.3440 0.5000 0.9724 0.3756 1.72 1.7 1.7033 1.7
Block(3, 30) 24,360 24.5290 | 1.6280 3.4518 1.1099 6.39 6.37 Down in 5th run
Block(3, 35) 39,270 48.0030 | 2.9200 6.5396 1.9326 12.37 17.88 Down in 3th run
Block(3, 40) 59,280 89.2610 | 4.9880 12.5167 | 3.9896 25.92 Down - ‘ -

According to the results, for the first run, our system is about 1.5 to 2 times slower
than P-log(ASP), except for Dice(2, 100) where ours is 11 times slower. This is due to
the fact that the cardinality constraints of Smodels language have not been available for
the current version of XASP (namely, znmr_int interface). As discussed in Section 2
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we need additional rules for determining upper and lower bounds of the constraints,
resulting in that the larger cardinality interval is, the worse the performance of our
system is. However, from the second time on, ours is faster, namely, from 3 to 9 times if
the first one not being taken into account and from 2 to 5 times otherwise. Therefore, the
more probabilistic information we need to extract from the knowledge base, the more
useful our system is. Furthermore, P-log(XSB) is more stable (see the cases where P-
log(ASP) crashes (denoted by Down)).

5 Conclusions and Future Work

We have described our approach for re-implementing P-log in XSB using XASP. With
XASP, the relevance of the system is maintained, thus Smodels only needs to work
with the relevant part and derives only necessary information for further processing. In
addition, the tabling mechanism of XSB significantly decreases the computation time
of the system by reusing the computations having been done. By comparing the two
systems using some benchmarks, we have shown that although our system is slower for
the first query, it is much faster for the subsequent queries.

We have extended P-log with new features, first of all, to query the system with more
expressive queries not supported in original version. This feature enables users with a
very powerful way to gain necessary information from the knowledge base. Further-
more, in many practical problems the domain of one attribute needs to be represented
by, e.g. union, intersection, of other domains. Hence, some set operations for domain
definition equipped in our system make the users easier in representing those problems.

In our implementation, we have made some important changes in XASP package,
namely, xnmr_int interface, which result in a better performance of the system. We
also plan to improve xnmyr_int in order to accept the full Iparse syntax, particularly the
cardinality constraints. We expect that in this way our system will obtain a comparable
performance for the first run.

In general, the approach to probabilistic reasoning by deriving all possible worlds
has to deal with a very big list of stable models with a number of predicates. In any
cases, we have to compute the unnormalized probability for each stable model of the
list. Since the computation can be done in parallel, the performance of the system would
very much benefit from multicore CPU computers by using multi-threading, which is
very efficient in XSB, from version 3.0 [20]. This approach will be explored in our
next version. We also envisage to explore properties of the transformed programs in
order to control the exponential blow-up of stable models, w.r.t. some specific cases,
e.g. programs resulting from the transformation of poly-tree Bayes Networks.

Last but not least, it is worth mentioning that our system has been successfully
integrated in several XSB Prolog systems such as ACORDA [17], Evolution Prospec-
tion Agents system [18], for modelling uncertainty in decision making. Those systems
employ several kinds of preferences which require probabilistic information. We may
prefer one abducible to the other if the first one has greater probability, or one outcome
to the other if the probability of the first one to occur is greater than the other one.
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Abstract. The main idea behind the Semantic Web is the septation of
knowledge in an explicit and formal way. This isndousing ontology
representation languages as OWL, which is baseBeastription Logics and
other logic formalisms. One of the main objectivweth this kind of knowledge
representation is that it can then be used fooréag. But the way reasoning is
done in the Semantic Web technology is very stdefjning only a right and
wrong view of the world. The real world is uncentaind humans have learned
how to deal with this crucial aspect. In this papee present an approach to
reasoning with uncertainty information in the SetimWeb. We have applied
Markov Logic, which is able to reason with uncartgiinformation, to several
Semantic Web ontologies, showing that it can bel useseveral applications.
We also describe the main challenges for reasonwiitly uncertainty in the
Semantic Web.

Keywords: Semantic Web, Probabilistic Reasoning, Markov Logic

1 I ntroduction

The idea of the Semantic Web [1] envisions a wartgtre agents share and transfer
structured knowledge in an open and semi-automedi. In most of the cases, this
knowledge is characterized by uncertainty. Howe@nantic Web languages like
OWL! do not provide any means of dealing with this utadety. They are mainly
based on crisp logic, unable of dealing with paréiad incomplete knowledge.
Reasoning in the Semantic Web resigns to a detestigipprocess of verifying if
statements are true or false.

In the last years, some efforts have been madepiresenting and reasoning with
uncertainty in the Semantic Web (see [2] for a detepoverview about the subject).
These works are mainly focused on how to extenddbies behind Semantic Web
languages to the probabilistic/possibilistic/fudmgics, or on how to combine these
languages with probabilistic formalisms like BayesiNetworks. In all of these

1 http:/iwww.w3.0rg/TR/owl-features/
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approaches, this is achieved by annotating the lagigs with some kind of
uncertainty information about its axioms, usingsthinformation to perform
uncertainty reasoning. Nevertheless, several aurestiarise: how are these
uncertainties asserted? How can reasoning be dithéehis uncertainty information?

One promising approach to reasoning with uncegtagmMarkov Logic [3]. In this
type of logic there is no right and wrong worldettd are multiple worlds with
different degrees of probability. Markov Logic isaded in first-order logic and
probabilistic graphical models to deliver the prioitity of a given logic formula. This
type of logic has been applied to several appboatiomains [3] and has show to be
robust and able to deal with uncertain knowledge.

In our work, we are studying how we can reason thmeertainty in OWL
ontologies without any kind of uncertainty assaaifatin this paper, we describe an
approach that uses Markov Logic to accomplish thisk. First, the ontology is
interpreted as first-order logic, and ontology induals are used to learn the
uncertainty of the resulting formulas. Next, we uskrkov Logic inference
capabilities to perform approximate probabiliseasoning in the resulting model. We
present several experiments of this approach vifterdnt OWL ontologies.

All the capabilities described in this paper ar@lemented inincert®, an open
source probabilistic reasoner for the Semantic Web.

The next sections introduce the concepts of Semakitb and Markov Logic.
Section 4 describes our approach to the transfaoomaf OWL into Markov Logic.
Section 5 presents the experimental work done nohain results. We finalize this
paper by describing future work and conclusionswfwork.

2 Semantic Web

In the current web, while it is easy to a humamirthe meaning of objects in a web
page, to a machine this task is not so easy, beilg possible to interpret the
keywords and links of those objects. The SemantiebW1] tries to fill this
knowledge gap between human and machines by adidickground knowledge to
the web, allowing machines to infer the real megnifi objects. This background
knowledge is usually expressed by ontologies [4], isets of knowledge terms for
some patrticular topic, including the vocabularynaetic interconnections, and rules
of logic/inference of those terms.

The most prominent markup language proposed byMBEto model ontologies in
the Semantic Web is th&/eb Ontology Languag§gOWL). OWL provides an
expressive shared vocabulary to represent knowlédgbe Semantic Web. This
vocabulary allows expressing axioms about claggegerties, and individuals of the
domain. In this paper, we will focus on OWLE], the new version of OWL
proposed by th&3C which subsumes the decidable subsets of thenaligdWL

2 http://code.google.com/p/incerto/
3 http:/iwww.w3.0rg/2004/OWL/
4 http://www.w3.org/TR/owl2-quick-reference/
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(OWL-DL and OWL-Lite).

OWL?2 is based on the Description loggROIQ('D) [5]. Description logics [6]
are a family of logical languages specially destgteemodel terminological domains.
Formulas in Description Logics are composed by symmbols:conceptgi.e., sets of
individuals) androles (i.e., relationships between individuals). A relav feature of
Description Logics is their separation of knowledggeses in two distinct parts: the
intensional knowledge in the form of a terminologalled Terminological Box
(TBox), and the extensional knowledge, calksskertional BoABox). The TBox
provides the vocabulary, in terms of concepts aelsy of the knowledge base. This
is usually done by defining concepts using thedabequivalence constructor (e.g.,
Woman = Person N Female). The Abox uses the TBox vocabulary to make
assertions about individuals (eWjoman(ANNA)).

3 Markov Logic

Markov Logic [3] combines first-order logic and probabilisticaghical models
(Markov networks [7]) in the same representatiohe Tmain idea behind Markov
Logic is that, unlike first-order logic, a worldahviolates a formula is not invalid, but
only less probable. This is done by attaching wisigh first-order logic formulas: the
higher the weight, the bigger is the differencewastn a world that satisfies the
formula and one that does not, other things bearaleqhese sets of weighted
formulas are called Markov Logic networks (MLNs)ivén a set of constants (i.e.,
individuals) of the domain and an interpretatide groundings of the formulas in an
MLN can generate a Markov network by adding a \meidor each ground atom, an
edge if two ground atoms appear in the same fornamd a feature for each grounded
formula. The probability distribution of the netwas defined as

F
PX =x) = %exp (Z wini(x)>, @)

whereF is the number of formulas in the MLMN;(x) is the (binary) number of true
groundings ofF; in the worldx, w; is the weight ofF;, andZ is a normalizing
constant.

There are two relevant tasks of Markov Logic fas tivork: weight learning and
inference.

3.1 Weight Learning

Given an MLN without weights and a set of exampéaccomposed by individuals of
the domain, weights can be learned generativelymaximizing thepseudo-log-
likelihood [8] of that data. Basically, it is an iterativeopess where if the model
predicts that a formula is true less often tharedlly is in the data, the weight is
increased; otherwise, it is decreased. The pseagitiKelihood of worldx given
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weightw is defined as

logPi(X = x) = Z log P, (X; = xi| Ny(X,)), 2

where xi is the truth value of variablé and N,(X;) is the truth values of the
neighbors of.

3.2 Inference

The most interesting inference task in Markov Logicto find the marginal and
conditional probabilities of a formula given an MLawd possibly other formulas as
evidence. Since exact inference can be too difficullarge domains, approximate
inference algorithms, like those based on randaangampling (e.g.Markov Chain
Monte Carlo[7] (MCMC)), are usually used. However, MCMC is refficient in
domains where formulas with deterministic or neetedministic dependencies exist
(e.g., formulas with infinite weight) because theseas of the search space can be
very difficult to traverse by simple flipping theale of the non-evidence variables.
To solve this problem, we can uB#C-SAT[9], a combination of MCMC and the
SampleSABatisfiability solver [10]. MC-SAT useslice samplingo help capturing
the dependencies between variables, allowing jugfsom these difficult areas.

4 Markov Logic for the Semantic Web

As we previously seen, MLNs are formed by a setwefghted first-order logic
formulas. If we want to use Markov Logic in the Stic Web, we have to
determine where these formulas and weights conme. fro

41 Formulas

The Semantic Web language used in this work (OW&2ased on the Description
Logic SROIQ(D). One characteristic of Description Logic languageshat they
follow a model-theoreticsemantics [6], and therefore can (in most of thees) be
interpreted as formulas in first-order logic. Thaimidea behind this interpretation is
that concepts correspond to unary predicates, rtdesinary predicates, and
individuals correspond to constants. In our caS&ROIQ(D) can be easily
interpreted as first order formulas. Some exampfebese translations are provided
(Table 1).
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Table1l. OWL2 examples of interpretation as first-orderidofgrmulas. A complete
description of the interpretation can be foundmincerto websité.

OWL2 Expression First-order logic formula
SubClassOf (CE,, CE,) Vx : CE;(x) = CE,(x)
TransitiveProperty(OPE) Vx,y,z: OPE(x,y) AOPE(y,z) = OPE(x, 2)
ClassAssertion(CE, a) CE(a)

42  Weights

The most obvious way to acquire the uncertaintynfan ontology is to delegate this
task to the ontology creators. This is the apprassd by other works [2]. However,
creating and maintaining large uncertainty-annotateologies can be a cumbersome
and difficult task, invalidating all the gains thaduld arise from the annotation. This
fact raises the need for developing mechanisms darnl this uncertainty
automatically. This can be useful not only to helers when creating uncertain
ontologies, but also to gain access to the vastbeurof non-annotated ontologies
already available.

In this paper, we explore the use of the weightnieg capabilities of Markov
Logic to learn uncertainty information. As previbusseen, in Markov Logic,
formulas’ weights can be learned generatively tgtoexample data. This example
data comprises individuals of the domain and thelations. In the case of OWLZ2,
this corresponds to the ABox of the ontology. Tkane the ABox can be interpreted
as ground atoms, and weights can be learned vattirtformation.

5 Experimental Analysis

In this section, we present our experiences orgudgiarkov Logic to learn and reason
about uncertainty in OWL2 ontologies. The main obje of these experiments is to
show the feasibility of our approach in real-wodidmains. All the experiences were
made with Incerto, using Alchem$ [11] as the Markov Logic engine. All the
ontologies and results of the experiences candwefalnd on théncerto websité.

5.1 TheFinancial Experiment

Evaluation Procedure and Data Set. Uncertainty reasoning is very important in
discovering hidden knowledge in risk assessmentaittsn In this experiment, we
will use a financial ontology, GoldDI8P to assess the risk of certain financial
operations. In this ontology, there is informatatrout a bank that offers services like

5 http://code.google.com/p/incerto/wiki/OWL2FOL

6 http://alchemy.cs.washington.edu/

7 http://code.google.com/p/incerto/wiki/EPIA2009Exkpeentation
8 http:/iwww.cs.put.poznan.pl/alawrynowicz/semintd
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loans and credit cards to private persons. Thel@yfocontains 116 class/property
axioms and 297 individuals, mainly distributed betw accounts, clients, credit
cards, and loans. One of the most interesting taskss domain is to determine if a
given loan is a problematic loan. There is an OWasg responsible for that
information, namedProblemLoan and some axioms about that class (e.g.,
ProblemLoanis the complement dDkLoar). The main task in this experiment is to
determine each loan’s probability of beingmblemLoan

Experimental Results. Using generative learning and MC-SAWe found that nine
loans have a probability >90% of satisfying the ditans necessary for being a
ProblemLoan If we compare the results with a non-probabdiséasoner, like Pellet
[12], these are the same nine individuals idemtifieterministically by it. However,
our approach returns some more interesting rethdtswere not identified by Pellet.
All the other loans have a probability between 3863of satisfying the conditions of
ProblemLoan This information is valuable because, roughly aspeg, it
demonstrates that any loan has an associated piigbabbeing a problematic loan.
This kind of results cannot be achieved using nababilistic reasoning, and
therefore demonstrates the necessity of probabiligasoning to have a more
profound understanding about the domain. Howevexgi use an existent Semantic
Web probabilistic reasoner (e.g., Préftfd3]), its results are the same of a non-
probabilistic one, since the ontology does not awntany information about the
uncertainty of its axioms.

5.2  The Social Network Experiment

One of the most used Semantic Web vocabularidgiBrtend of a Friend (FOAF)
vocabulary. This vocabulary allows describing sbonetwork data (i.e., persons and
their relations) in OWL, with special incentive linking users from different social
networks. There are several web-based social nkswhat provide information about
their users in FOAF (see Mindswéajor a comprehensive list), and some projects are
already exploiting that information (e.g., Googlectal Graph APF).

The objective of this experiment is to use Markagic to explore the relational
structure of FOAF networks. As data set, we chdtdbeogatd4, a social network of
free software developers. Advogato provides thnéerésting FOAF properties to our
analysis:foaf:knows(x,y) meaning that usetr knows usey; foaf:currentProject(x,y)
meaning that uset is currently working in projegt; andfoaf:member(x,y)meaning
that userx is member of the group After gathering and processing all the available
FOAF profiles, we had a total of 6688 individualspresenting 4198 users, 2487
projects, and 3 groups. Based on the Link Miningréiture [14][15], we identified

9 http://pellet.owldl.com/

10 http://pellet.owldl.com/pronto

11 http://www.foaf-project.org/

12 http://trust. mindswap.org

13 http://code.google.com/apis/socialgraph/
14 http://advogato.org/
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three interesting tasks to our experiment: linkdmton, link-based classification,
and link-based cluster analysis.

5.2.1 Link Prediction

Link prediction [14] is the problem of predictinget existence of a link between two
objects based on the relations of the object willeioobjects. In our domain, we are
particularly interested in predicting the acquamcg&a between users, i.e., the
foaf:knowsproperty. For this purpose, based on our commosesabout the domain,
we defined three simple first-order logic ruleptrform this task:

Table 2. Link prediction rules.

Weight Formula

0.09 knows(x,y) A knows(y, z) = knows(x, z)
2.70 knows(x,y) © knows(y, x)
1.11 currentProject(x,z) A currentProject(y,z) = knows(x,y)

The first two rules defineknows as a transitive and symmetric property,
respectively, while the last rule states that ib tpersons work on the same project,
they probably know each other. Weights were leargederatively with all the
individuals available. To better describe the nesswf the link prediction, we
developed a simple artificial example composed big&'s and 3 projects. Next, using
MC-SAT, we queried for the conditional probabilgief thefoaf:knowsproperty for
all those users. A graphical representation ofakample, accompanied by a table
with the results, is provided.

Fig. 1. Graphical representation of the artificial examjpleers are represented by circles (A-1)
and projects by squares (P1-P3). Black directededg@esent thimaf:-knowsrelation, while
gray undirected edges representftied:currentProjectrelation.

A
P1 P2
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Table 3. foaf:knows(x,yyesults of the previous example. Columns reprebend lines they
(e.g.,P(foaf:knows(A,G)¥ 0.90).

A B C D E F G H |

0.83 0.97 0.95 0.93 0.48 0.50 0.91 0.82 0.47
1.00 0.97 0.48 0.50 0.44 0.43 1.00 0.98 0.48
1.00 0.49 0.93 1.00 0.97 1.00 0.44 0.46 0.47
1.00 0.50 0.98 0.84 0.47 0.48 0.50 0.50 0.92
0.46 0.44 1.00 0.48 0.86 0.86 0.45 0.43 0.41
0.48 0.43 1.00 0.48 0.85 0.86 0.43 0.43 0.41
0.90 1.00 0.46 0.49 0.45 0.43 0.84 0.89 0.42
0.83 1.00 0.49 0.51 0.43 0.45 0.89 0.83 0.45
0.49 0.45 0.46 1.00 0.40 0.42 0.42 0.44 0.59

T IOTMMmMOO®>

Some interesting results can be seen in this exampl

— knows(A,G)is greater tharknows(A,F) even if both users are at the same
distance fromA. The only difference between them is t@atvorks in the same
project tham, getting a bigger probability;

— knows(D,A) knows(C,A) and knows(C,D) have big probabilities, mostly
because the symmetry kitows However, the probability dinows(C,D)is the
greatest, since both users also work in the saojeqi/P3;

— Since H and F doesn’'t share any direct connection, the prolgbiaf
knows(H,F)is low, but not null.

5.2.2 Link-based Classification

The main task in link-based classification [15taspredict the category of an object
based on the relations of that object with othgeds. In our domain, there are three
groups of users related to the experience of tlee msthe communityApprentice
Journeyer and Master These groups are expressed through fibesf:member
property. The objective of this experiment is tedict each user's group based on
their connections to other users. For this purpasedefined another simple rule that
uses the relationship between users expresseddhrde previous rules:

Table 4. Link-based classification rule.

Weight Formula
0.19 knows(x,y) A member(x, z) = member(y, z)

This rule states that the group of a user is imfteel by the groups of the users that
he knows. The weight of the rule was learned geivets in conjunction with the
three rules of the previous experiment (their weighmained very similar). Next, we
extracted a random sub-network composed by 172sufkt Apprentices, 55
Journeyers, 93 Masters) and 54 projects and raryd@mioved the group information
to 27% of the users (i.e., 47 users). With thesuieTable 2 and Table 4 and the sub-
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network individuals, we used MC-SAT to predict thrembership of the missing
group users. The results can be seen in the rglet ta

Table5. Link-based classification results. Between braclketse number of individuals of the

group.
Group Specificity  Precision Recall F-measure
Apprentice (4) 0.98 0 0 0
Journeyer (15) 0.97 0.83 0.33 0.48
Master (28) 0.37 0.7 1 0.82
Weighted Avg 0.61 0.68 0.70 0.64

Good results can be achieved on predicting usedsps taking only in account
the relational structure of the network. The baslits on predicting thé&pprentice
group are probably derived from the small numbeelefnents of that group in the
test network. The results could be probably impdové other non-relational
information about users was provided (e.g., natipnage, sex).

5.2.3 Link-based cluster analysis

In the last experiment, we had seen how to class#fgrs in a set of predefined
groups. However, in some cases, the informationiatpamups is not available and we
still need to segment the users. The goal of liakda cluster analysis [15] is to
cluster objects into groups that show similar fetal characteristics. In our domain,
it is interesting to cluster users given their agtances with other users. For this
task, we can use the three rules presented inrtkegptediction task, since they can
gave us a relational matrix of tHeaf:knowsproperty for all the users (i.e., the
probability of all the users know each other). \dgsihe same sub-network of the last
task (172 users and 54 projects), we used MC-SAR thie previously referred rules
to predict theoaf:knowsproperty for all the 172 users. With those resuits applied
two distinct clustering techniques: the generalppsek-meansclustering algorithm
[16], and theMarkov Cluster Algoritht (MCA) [17], an unsupervised graph
clustering algorithm.

After some initial experimentation, we defined th@mber of desired clusters in
the k-means algorithm to 3, and tinflation property of the MCA to 1.6 (which also
produces 3 clusters). Since the initialization laster centroids in k-means is random,
the algorithm was run 100 times and the best swius the one presented. Table 6
provides the cluster sizes and the number of shasrdbers between solutions.

Even if the underlying techniques are conceptudiliyinct, both solutions provide
similar clusters, both in size and composition. Tiggest clusters from both
solutions C1 andK1) are very similar, as well the second biggesttehssC2 and
K2).

15 http://micans.org/mcl/
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Table 6. Link-based clustering analysis results. The tappeesents the number of shared
members between the clusters of the two algorittes, cluster C2 and K2 share 25
individuals). Between brackets is the size of edakter.

K-means
K1 (114) K2 (47) K3 (11)
C1(135) | 102 22 11
MCA |c2@0) |5 25 0
c3(@ |7 0 0

6 Future Work

During our experimentations, we had some problenfsding interesting ontologies

with a sufficient number of individuals that allosvéearning the weights with some
confidence in the results. This is mainly due te fact that a large number of
Semantic Web ontologies currently available wereera model pure terminological

domains, with the main objective of answer questi@bout concepts and not
individuals. In these ontologies, we have to filden ways of gathering information

to learn the uncertainty of the axioms. We ideatiffour main approaches to tackle
this problem:

« Learn individuals.This is the task studied in the field of ontolqgypulation [18].
By using previously trained classifiers or geneswhtactic rules, we can extract
information about ontology individuals and theidate®ons from textual corpus.
Other way of populating ontologies is through tinalgsis of structured data, like
relational databases or other ontologies. In thi&ec mappings [19] must be made
between the structured data objects and the entifithe ontology.

* Learn the uncertainties directly from textual cospiThis is done by analyzing
textual corpus for patterns like “70% of A is B” ‘Wost of the A’s are B’s”. This
can be done again by using previously trained iflessor general syntactic rules.

« Use the structure of the ontolog¥he structure of the ontology can provide
interesting information about the uncertainty sfaiioms. Some other works [20]
[21] already explored similar approaches in onti@eg however with distinct
objectives than ours. The field of network analj2@&] can provide us with some
interesting concepts that can be potentially treamefl to our specific case.

» Collective learning of weightsThe idea is to learn the weights collectively from
multiple ontologies about the same domain. Thik tas be achieved by exploring
techniques from collective learning fields, likdatenal reinforcement learning
[23].
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Conclusions

In this paper, we have described an approach tagé®f uncertainty reasoning in the
Semantic Web using Markov Logic. We have shown fawn be used in practice to
perform reasoning with OWL2 ontologies. Our apploacables the reasoning with
uncertainty in the Semantic Web with a scalabifagtor that current tools do not
provide. The presented work also addresses an feingaresearch question: how to
derive uncertainty information from an ontology.eThpproach for producing this
information is based on Markov Logic abilities &present the world uncertainty. We
think that our work constitutes a step forward e tcreation of robust reasoning
mechanisms for the Semantic Web.
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Abstract. Data Warehouses (DWs) are repositories containing the uni-
fied history of an enterprise used by decision makers for performance
measurement and decision support. The data must be Extracted from
heterogeneous information sources, Transformed and integrated to be
Loaded (ETL) into the DW, using ETL tools, which are mainly proce-
dural. This means that the knowledge of the procedures and adopted
policies are hidden in several programs (written in different languages
and paradigms). We propose a development of a framework to declar-
atively model the ETL process, including the semantic correspondence
between schema’s components, to provide a better understanding of the
semantic associated with the ETL process. A prototype, based on con-
textual logic programming with persistence, is presented.

1 Introduction

A Data Warehouse (DW) is an integrated data repository that represents the
unified history of an enterprise at a suitable level of detail to be useful for
analysis [1]. The data must be Extracted from different information sources,
Transformed and integrated to be Loaded (ETL) into the DW. DW data is
then delivered to Data Marts (DM), probably with some more changes. DMs
are subsets of DW data designed to serve specific demands of a particular group
of users. Moreover, a DW or a DM should be created and accessed through
metadata that provides detailed documentation for data in the DW system,
such as applied transformations and origin of data.

The design and population of DW through ETL processes is a difficult and
time-consuming task involving considerable cost in human and financial re-
sources. Data models complexity expands both in sources and in DW, which
gives rise to the difficulty of managing and understanding these models [2, 3];
and data volumes growing at a significant pace. Although there are specialised
tools with graphical interface to do the mapping between the source information
and the DW system, they are mostly procedural. This means that the knowledge
of procedures and policies are hidden in diverse codes, which are totally depen-
dent on experts and technicians. These tools focus strongly on data movement,
as the models are only used as a means to this aim.
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An ETL process, for building a DW system, is not concerned just with map-
ping between schemata, but also with an effective data integration that expresses
a unified view of the enterprise. In this context, it is crucial to have a conceptual
reference model [4-6]. A Reference Model (RM) is an abstract framework that
provides a common semantic that can be used to guide the development of other
models and help with data consistency [5].

It is proposed in [7] to take a declarative approach, which is based on making
clear the relationship between data sources and DW using correspondence asser-
tions and taking into account the Reference Model, independently of the ETL
process involved. Furthermore, the ETL process itself can use this information.

A proof-of-concept prototype, which is the basis of this paper, has been im-
plemented using a standard programming language Prolog, as well as a logic pro-
gramming framework called Information Systems COnstruction language (ISCO).
ISCO is based on a Contextual and Constraint Logic Programing [8]. It allows
the construction of information systems, which can transparently access data
from various heterogeneous sources in a uniform way, like a mediator system [9].
This paper describes as ISCO can be used to access data in a reference model-
based warehousing environment.

The remainder of this paper is structured as follows. Section 2 shows the
workings of conceptual design of the ETL processes as well as the motivation to
this research. Section 3 describes our reference model-based data warehouse ar-
chitecture. Contextual Logic Programming and ISCO tool are briefly approached
in Section 4. Section 5 deals with the issue of modelling and representation in the
data warehouse and ISCO framework. Section 6 illustrates some details of im-
plementation. The paper ends with Section 7, which points out the new features
of the approach presented here and planned future work on this topic.

2 Research motivation

Nowadays, there is a plethora of commercial ETL tools in the market place, but
very few of them are from academic work. Most of the tools suggest reduced
support at the conceptual level.

In the academic area, ETL research for DW environment is focused mainly on
the process modelling concepts, data extraction and transformation, and clean-
ing frameworks [10-12]. So far, the authors of this paper are not aware of any
research that precisely deals with both mappings (structural and instance) be-
tween the sources and the DW, and with the problem of semantic heterogeneity
in a whole conceptual level. There are few prototypes, which usually are imple-
mented to perform technical demonstration and validation of the developed re-
search work [13,11]. As example of works that developed some implementation,
we quote [4,14,15]. Reference in [4] presents a methodology that was applied
in the TELECOM ITALIA framework. Similar to our work, their proposal in-
clude a reference model (cited as “enterprise model”) designed using an Enriched
Entity-Relationship (EER) model. Their prototype focused on logical schemata
and on data movement, any transformation (e.g. restructuring of schema and
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values) or mapping of instances were deferred for the logical level. In our ap-
proach everything stays at the conceptual level. References [14, 15] use ontologies
as a common data model to deal with the data integration problem. Skoutas and
Simitsis in [14] use a graph-based representation to define the schemata (source
and DW) and an ontology, described in OWL-DL. Based on this ontology and
the annotated graphs, automated reasoning techniques are used to infer cor-
respondences and conflicts between schemata. Salguero et. al. in [15] extended
OWL with temporal and spatial elements, and used the annotation properties
of OWL to store metadata about the temporal features of information sources.
References [14, 15] mentioned nothing about the mapping of instances, neither
they use a reference model in their architecture.

In a data integration scenario, other than DW, there are several works avail-
able, mainly to establish the structural mapping between the sources and the
global schema (see [16-18] for a survey.); and some works involving the prob-
lem to map instances that represent the same entity in the real-world, the in-
stance matching problem (see [18,19] for a survey.). Approaches for structural
matching of schemata focus on schema matching, i.e., on (semi-) automatically
identifying semantic correspondences between schema components. In order to
do this, the proposed techniques ([20-22]) exploit several kinds of information,
including schema characteristics, background knowledge from dictionaries and
thesauri, and characteristics of data instances. Approaches for dealing with the
instance matching problem cover several kinds of data, such as object, tuples,
web data, etc., and many different strategies, including look-up tables, heuris-
tics, etc.. These topics were not considered in our research, as we focused on
making explicit the relationship between schemas (in terms of both structure
and instance).

In the ETL market, some approaches focus on code generation from spec-
ifications of mapping and data movement, which are designed by Information
Technology (IT) specialists using graphical interfaces [23]. It is the case, e.g., of
Pentaho Kettle, an open-source ETL tool, which has an easy-to-use graphical
interface and a rich transformation library, but the designer only works with
pieces of structures. Others ETL approaches focus on representation of ETL
processes [23, 24]. Orchid [24], for instance, is a system part of IBM Information
Server that facilitates the conversion from schema mappings to ETL processes
and vice-versa. Some Database Management Systems (DBMS) vendors have em-
bedded ETL capabilities in their products, using the database as ”engine” and
Structured Query Language (SQL) as supporting language.

Also in market ETL tools can be found that do not depend on any partic-
ular database technology, allowing easy integration with Business Intelligence
(BI) projects deployment (e.g. Oracle Data Integration). Further, there are ETL
tools metadata-driven, which are becoming the current trend with ETL data
processing. This approach addresses complexity, meets performance needs, and
also enables re-use. Informatica PowerCenter was the pioneer. Many of these
tools have integrated metadata repositories that can synchronise metadata from
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(source) systems, databases and other BI tools. The metadata is represented by
proprietary scripting languages, which run within a centralised ETL server [25].

Essentially, the ETL tools are procedural. This means that the knowledge
of the procedures and adopted policies are hidden in several programs (written
in different languages and paradigms), as well as it is strongly dependent on
experts and technicians. An other feature in the ETL process is that the data
and business rules evolve requiring the ETL code to be modified and maintained
properly. An additional difficulty occurs when ETL tools are used in a data
integration context, since each one manages metadata differently. Furthermore,
there is not a standard to draw models or to describe data.

This work intends to address the problems stated above. The research focuses
on a declarative approach, since a logic-based formalism allow us to deal with the
complexity of managing data warehouses and the associated ETL processes in
a concise and very perceptible way. Moreover, the semantic integration between
the different data sources is accomplished using correspondence assertions to
relate concepts from various sources.

3 Data Warehouse Architecture

Our proposal for DW organisation, presented in [7], offers a way to express
the existing data models (source, DW, DM, RM) and the relationship between
them. The approach is based on Schema language (Lg) and Perspective schema
language (Lpg).

Schema language (Lg) is used to describe the actual data models (source,
DW, DM, RM). The formal framework focuses on an object-relational paradigm,
which includes definitions adopted by the main concepts of object and relational
models as they are widely accepted in literature — cf. [26, 27].

Perspective schema language (Lpg) is used to describe perspective schemata.
A perspective schema is a special kind of schema that describes a data model
(part or whole) (target schema) in terms of other data models (base schemata).
In Fig. 1, P pw is a perspective schema whose base schema is the source schema
S and the target schema is the data warehouse schema DW.

A simple sales scenario is used as a running example through out this paper.
The example consists of two schemata: S and Pg pw, shown in Fig. 1. S and
Ps pw include information about sales of products, being that Pg py contains
summarised information regarding sales.

Lps mainly extends Lg with two components: Correspondence Assertions
(CAs) and Matching Functions (MFs). Correspondence Assertions formally spec-
ify the relationship between schema components in a declarative fashion. CAs are
classified in four groups: Property Correspondence Assertion (PCA), Extension
Correspondence Assertion (ECA), Summation Correspondence Assertion (SCA),
and Aggregation Correspondence Assertion (ACA). Property CAs relate prop-
erties of a target schema to the properties of base schemata. The Extension
CAs are used to describe which objects/tuples of a base schema should have a
corresponding semantically equivalent object/tuple in the target schema. The
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Part of the source schema S Part of the perspective schema PSIDW
PURCHASE_ORDER  CUSTOMER CUSTOMER SALE_ITEM
#cidg #eust_id_skpy 3 L
name cust_id 0. 0.
REGION s .
¥ 7 contactg cust_namep,y 1 1
"€910s 144 #reg_idg (FK) region_descpy
regiong
ORDER_DETAIL PRODUCT  DATE

Fig. 1. Simple sales example - partial representation.

Summation CAs are used to describe the summary of a class/relation whose
instances are related to the instances of another class/relation by breaking them
into logical groups that belong together. They are used to indicate that the rela-
tionship between the classes/relations involve some type of aggregate functions
or a normalisation process. The Aggregation CAs link properties of the target
schema to the properties of the base schema when a SCA is used. Examples of
CAs are shown in Fig. 2.

Property Correspondence Assertions (PCAs)

11: Psjpw [CUSTOMER] e cust_idpw — S [CUSTOMER] e cids

12 Pgjpw [CUSTOMER] @ cust_namepw — S [CUSTOMER] @ nameg

13 Ps;pw [CUSTOMER] e region_descpy, — S [CUSTOMER] @ FKj @ regiong
Extension Correspondence Assertion (ECA)

1a: Pgjpw [CUSTOMER]| — S [CUSTOMER]

Fig. 2. Examples of correspondence assertion.

In Fig 2, the CA )4 defines that the relation CUSTOMER of perspective schema
Psipw is semantically equivalent to relation CUSTOMER of schema S. It means
that for each instance o in S.CUSTOMER, there is a correspondent instance o’ in
Ps|pw.CUSTOMER such that o and o’ represent the same entity in the real world.
The CAs 91, 19, and 13 define the relationship between the properties of rela-
tions Pspw.CUSTOMER and S.CUSTOMER. The property region_descpy is not
directly related to a property of Pspw.CUSTOMER, but to the property regiong
of relation Pg|pw.REGION through the path expression FK; eregiong (FKj is the
name of the foreign key in Pspw.CUSTOMER that refers to Pgjpw.REGION).

Matching functions indicate when two data entities represent the same in-
stance of the real world. These functions, as occur in [28], define a 1:1 correspon-
dence between the objects/tuples in families of corresponding classes/relations.
In particular, the work in [7] based on matching function signatures, being that
their implementation shall be externally provided, since their code is very close
to the application domain.

Fig. 3 illustrates the basic components of the proposed architecture and their
relationships. The schemata RM, DW, DM, S;,...,S,, are defined using the lan-
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S'] -« PS'1|RM RM
’ . schema

» DM
s'nipw| Schema schema

SN Psi s

.....

Fig. 3. Proposed architecture.

guage Lg and represent, respectively, the reference model, the data warehouse, a
data mart, the source schemata Sq,...,S,,. The schemata S’y and S’5 are defined
using the language Lpgs. They are special kinds of perspective schemata (called
view schema), since the target schema is described in the scope of a perspec-
tive schema, instead of just referring an existing schema. S’y and S’ represent,
respectively, the view schemata S’; (a viewpoint of schema S;), and S’ (an inte-
grated viewpoint of schemata So and S3). The relationships between the target
schema and the base schemata are shown through the perspective schemata
Ps’1|RM7~'-7 Ps’n|RM7PRM\DW7 and Ps’l,s’Q,.A.,s’n|DW (denoted by arrows).

In [7] is proposed an inference mechanism that, given a set of both schemata
and perspective schemata as base, and a perspective schema as target, can de-
duce a new perspective schema. In context of the Fig. 3, the perspective schema
Pg1,s2,....s'njpw can be automatically deduced by the inference mechanism, hav-
ing as base the schemata S;,...,S,, and the perspective schemata P ras,..,
P, ru, and as target the perspective schema Prpspw. For a more detailed
and formal description of Lg and Lpg languages, the reader is referred to [29,
30, 7].

4 Contextual Logic Programming and ISCO

Logic Programming languages are akin to relational databases but provide a sig-
nificantly higher expressive power, due to their two fundamental mechanisms of
nondeterminism and unification, both of which form the basis of the Prolog lan-
guage. However, it can be argued that standard Prolog is lacking in several areas,
which include program structuring facilities and data persistence management.
The ISCO programming system addresses both of these issues.

Contexts: the purpose of Contextual Logic Programming (CxLP) was initially
to deal with Prolog’s traditionally flat predicate namespace, which seriously
hindered its usability in larger scale projects. A more recent proposal [31] re-
habilitates the ideas of CxLP by viewing contexts not only as shorthands for
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a modular theory but also as the means of providing dynamic attributes which
affect that theory: we are referring to unit arguments, as described in Abreu
and Diaz’s work [32]. It is particularly relevant for our purposes to stress the
context-as-an-implicit-computation aspect of CxLP, which views a context as a
first-class Prolog entity — a term, behaving similarly to an object in what it
carry state (the unit argument terms) and respond to messages (goals evaluated
in context).

Persistence: having persistence in a Logic Programming language is a required
feature if one is to use it to construct actual information systems; this could
conceivably be provided by Prolog’s internal database but is best accounted for
by software designed to handle large quantities of factual information efficiently,
for instance relational database management systems. The semantic proximity
between relational database query languages and logic programming makes the
former a privileged candidate to provide Prolog with persistence.

ISCO [8] is a proposal for Prolog persistence which includes support for
multiple heterogeneous databases and which extends access to technologies other
than relational databases, such as LDAP directory services or, more significantly,
the semantic web in the form of SPARQL queries over OWL ontologies [33].
ISCO has been successfully used in a variety of real-world situations, ranging
from the development of a university information system to text retrieval or
business intelligence analysis tools [8].

ISCO’s approach for interfacing to DBMSs involves providing Prolog declara-
tions for the database relations, which are equivalent to defining a corresponding
predicate, which is then used as if it were originally defined as a set of Prolog
facts. While this approach is convenient, its main weakness resides in its present
inability to relate distinct database goals, effectively performing joins at the
Prolog level. While this may be perceived as a performance-impairing feature, in
practice it’s not the show-stopper it would seem to be because the instantiations
made by the early database goals turn out as restrictions on subsequent goals,
thereby avoiding the filter-over-cartesian-product syndrome.

5 Prototype architecture

The present proposal has implemented a proof-of-concept prototype using a
Prolog language. The prototype comprises six cooperating modules, namely the
schema manager, the inference mechanism, the schema repository, the ISCO
translator, the ISCO-generated applications, and the ISCO repository. The ar-
chitecture of the prototype is depicted in Fig. 4.

The schema manager module was written using native-prolog. It is used by
the designer to manage the schemata (in language Lg) as well as the perspective
schemata (in language Lpg). The designer, using the schema manager, should
define all source schemata, the data warehouse schema, the reference model
schema, and perspective schemata that he/she needs.

The inference mechanism has been written using native-prolog. It is a rule-
based rewriting system that automatically generates new perspective schemata
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Fig. 4. Prototype architecture.

based on previous ones. It is formed by rules for rewriting CAs, rules for rewriting
match function signatures, and rules for rewriting components that are presents
in CAs or in matching function signatures, being a total of 39 rules.

The ISCO translator performs the mapping between schemata written in Lg
or Lpg languages to ISCO schemata. Classes or relations of schemata written in
language L are directly mapped classes in ISCO, which are also called “ classes”
and which compile to regular Prolog access predicates. Classes or relations of
perspective schemata (written in language Lpg) are also mapped to ISCO classes
based on CAs and match function signatures. In the current implementation,
when perspective schemata are translated to ISCO schemata, it is assumed that
their base schemata were already mapped to ISCO. ISCO translator has been
written in native prolog. All functions, inclusive of the match functions, declared
in the original perspective schemata are defined in a library called v_utils, which
is common to all ISCO schemata created (more details in the next section).

The ISCO-generated applications includes all files that are necessary to access
data from information sources. So, data in any perspective schema mapped to
ISCO, specifically any inferred perspective schema between the DW and its
sources, can be queried in a transparent way, just as in a mediator approach
(more details in the next section).

The schema repository stores both the schemata (in language Lg) and per-
spective schemata (in language Lpg), including any inferred perspective schema
created by the inference mechanism, while the ISCO repository is used to store
ISCO schemata and ISCO files (libraries, units, etc.).

The next Section present implementation details using the running example
to describes the process of ISCO-generation applications in warehousing envi-
ronments using the implemented prototype.

6 Implementation issues

Each class or relation in the (perspective) schemata are mapped to ISCO classes
using the ISCO translator. The ISCO classes may reflect inheritance, keys, in-
dexes, foreign keys and sequences to name a few. The process involved differ
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enough, depending on whether the original schema was written in Lg language
or is a perspective schema.

In the case of schemata defined in Lg language, a declaration is added to
ISCO schema in order to provide ISCO with the necessary information to access
an external data source, such as an ODBC-accessed database. In the context of
the running example (see Fig. 1), the ISCO schema that is mapped from schema
S shall contain the clausule:

external(S, postgres(S)).

This clausule means that S is an outside database hosted in PostgreSQL.

All classes or relations in the original schema are simply mapped to ISCO
classes, which should be declared as external and mutable. External means that
the class has been created in an independent database and mutable means that
its instances can change. For instance, the relation S.CUSTOMER is mapped to
ISCO as illustrated in Fig 5.

CUSTOMER 01. external(S,customer),

#Cids 02. mutable class customer.
W 03. cids: int. key.
04. names: text.
05. contacts: text.
#reg_idg (FK) 06. reg ids: region.reg ids.

contactg

Fig. 5. Example of the mapping of a relation (in a schema) to a ISCO class.

In Fig. 5, lines 1 and 2 mean that the instances of ISCO class CUSTOMER
are in database S, class CUSTOMER, line 3 means that the property cidg is an
integer number and a primary key, and line 6 means that the property reg_idg
is a foreign key that refers to class REGION through property reg_idg. Note
that, in this example, the ISCO class and the class in the database have the
same name, but could be different ones. The ISCO class CUSTOMER defines the
predicate customer/4, which behaves as a database predicate but relies on an
external system (in this case the PostgreSQL ORDBMS) to provide the actual
facts. In the current implementation, it is assumed that all instances of ISCO
classes have an object identity (OID), which is a integer number automatically
generated by the system.

In the case of perspective schemata, the classes or relations are usually
mapped to computed classes. It means that the class instances will be gener-
ated each time that a query is made to the class, similar to the concept of view
in SQL. Computed classes are expected to contain one or more rules. These rules
define how the computed class instances are obtained and always come after the
computed class definition. In the body of each rule, the variables, which repre-
sent the computed class arguments, must have the same name of the respective



148 V. Pequeno, S. Abreu, J.C. Moura Pires

argument that they represent and they must be all in uppercase. This is neces-
sary in order for Prolog to link each variable with its respective computed class
argument correctly. Classes or relations in the perspective schema are mapped to
computed classes in ISCO when they are related to classes or relations in a base
schema through some extension correspondence assertion (ECA). A example is
illustrated in Fig. 6.

01. computed class customer.

CUSTOMER 02. cust,:.Ld,skdvT: int. key.
© 03. cust_iddw: int.

#eust_id_skpyy 04. cust_namedw: text.

cust_idpy 05. region_descdw: text.

cust_name
- D4y 06. rule:- s:> customer@(oid=0source,cids=CUST_IDDW,

region_descpy names=CUST_NAMEDW,reg_ids=Var1),
07. s:> region@(reg_ids=Varl,regions=Var2),
08. REGION_DESCDW=Var2,
09. CUST_ID_SKDW=((createSKey)),
10. 0ID=((createNew0ID)).

Fig. 6. Example of the mapping of a relation (in a perspective schema) to a ISCO
class.

In Fig 6, line 6 defines a query to the ISCO class CUSTOMER in source schema
S. This query is obtained using the CAs ¢ —4 (see Fig. 2), being that the values
of cust_iddw and cust_namedw are acquired directly from this query while
the value of region_descdw requires an additional query to ISCO class REGION
in schema S (lines 7 and 8). Lines 9 and 10 define the necessary steps to generate,
respectively, surrogate keys and oids for the computed class. The surrogate key
is an integer number automatically generated based on the object identity in
variable “Osource”. The oid for the computed class (OID) is a compound object
identity with the following structure:

oid(schema,class,oids),

being that class is the name of the computed class which OID belongs, schema
is the name of the schema which class belongs, and oids is a list of compound
object identities in the form of (S/,C’,0’), with C’ being the name of a class or
relation in a schema S’ containing the object identity o’ from what the OID is
derived. The object identity o', in turn, can be a compound object identity or
a simple object identity (an integer number). For example, OIDs for computed
classes may look like:

0id(Pg| pw ,CUSTOMER,0id(S,CUSTOMER,667789))
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which means the object in the computed class CUSTOMER is derived from object
in S.cuSTOMER whose OID is 667789.

Once having the ISCO schemata, the following phase is to generate a GNU
Prolog/CX executable containing the native-code executable version of all ISCO
predicates. GNU Prolog/CX compiles Prolog (and ISCO) programs to native
executables. Each schema and perspective schema described in ISCO, as well
the library v_utils, will correspond to units whose terms can be instantiated and
collected into a list to form a context. A set of operations and operators are
available in GNU Prolog/CX to construct contexts, being the o more usual in
our application the context extension operation given by the operator :>. The
goal U :> G extends the current context with the unit U and resolves G in the
new context, as if it were regular Prolog. For instance, to make a interrogation
to the computed class CUSTOMER, we can use the following syntax:

vutils :> Pgpw :> customer(A,B,C,D).

In this goal, we start by extending the initially empty context with unit v_utils.
After, this new context is again extended with the unit Pgpw, and it in the
latter context that goal customer(A,B,C,D) is derived.

7 Conclusions and Future Work

In this article we have discussed an implementation that permits the genera-
tion of applications which transparently access source information in a reference
model-based warehousing system based on a logic-based formalism. We had ac-
cess to a system which already provides a Logic-based programming layer while
being able to transparently access facts stored in existing RDBMs. Having a logic
programming appearance lay down a setting where programs are first-class ob-
jects on which meta-reasoning may be performed, including proofs of correctness
or explanations for results.

The prototype has been developed using a contextual logic programming
with persistence, called ISCO [8]. ISCO provides: a) high levels of performance,
by virtue of being derived from GNU-Prolog; b) expressiveness, due to the use
of constraint logic programming; c¢) simplicity; d) persistence; and e) structured
code, as a result of using Contextual Logic Programming constructs. Constraints
(over finite domains) are used to generate more efficient SQL codes for database
predicates, besides being a form of search-space pruning which is complementary
to backtracking in that propagation works as an a-priori filter on the search.

ISCO allows access to heterogeneous data sources and to perform arbitrary
computations. User-queries can be done in ISCO, in a transparent way to access
the information sources, even the data of the DW schema. This feature can
be useful in some situations, although a mediator strategy in a DW context, in
general, may not be appropriate, due to particular nature of the DW. Specifically,
this work can be used in applications that hide from their users the complexity
involved in accessing multiple data sources, since these sources are in databases
that can be queried via remote access in real-time.
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Some improvements of our prototype will be done, namely: to use foreign
keys in ISCO classes with aggregate functions, or derived by a normalisation
process; improvement the generation of surrogate keys. The final prototype will
be applied to various situations, some synthetic and others real, as a means of
providing experimental validation of the usefulness of the chosen approaches.

For future work, we are presently working on how the perspective schemata
can be used to automate the materialisation of the ETL process. Various other
on-going research is related to this work, such as: a) management of schema
versioning using contexts in ISCO; and b) incorporating aspects from temporal
contextual logic programming [34] to deal with evolving data and schemata, and
so to further reduce the complexity of the system, by allowing the temporal
component to be abstracted. Another important direction for future work is
to develop a graphical user-friendly interface to declare the schemata in our
language, and thus, hide some syntax details.
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Abstract. In this paper is proposed the integration of peatity, emotion and
mood aspects for a group of participants in a dmtimaking negotiation
process. The aim is to simulate the participantabieh in that scenario. The
personality is modeled through the OCEAN five-factoodel of personality
(Openness, Conscientiousness, Extraversion, Agmeedd and Negative
emotionality). The emotion model applied to thetiggrants is the OCC
(Ortony, Clore and Collins) that defines severalecidt representing the human
emotional structure. In order to integrate perstnaind emotion is used the
pleasure-arousal-dominance (PAD) model of mood.

1 Introduction

Nowadays groups are used to make decisions abog sabject of interest for the
organization or community in which they are invalvdhe scope of such decisions
can be diverse. It can be related to economic btiqgad affairs like, for instance, the
acquisition of new military equipment. But it cals@be a trivial decision making as
the choice about a holiday destination by a grofufriends. Therefore, it may be
claimed that Group Decision Support Systems (GDI®&e emerged as the factor
that makes the difference one assess the beharmtbrparformance of different
computational systems in different applications dors, with a particular focus on
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socialization. Groups of individuals have accessmore information and more
resources what will (probably) allow reaching “leett and quicker decisions.
However working in group has also some difficul@ssociated, e.g. time consuming;
high costs; improper use of group dynamics andrimqdete tasks analysis.

Many of this will take a new dimension if we corsidhat they will be resolved by a
group of individuals, each one with a different @ypf personality. Our society is
characterized by the use of groups to make deasitmout some subject of interest
for the organization in which they are involvedwé predict the personality of our
adversaries we could find the best arguments toskee in the negotiation process in
order to reach a consensus or a better decisithreishortest possible time. Emotions
have proven effects on cognitive processes suclacii®n selection, learning,
memory, motivation and planning. Our emotions bothativate our decisions and
have impact on our actions.

The use of multi-agent systems is very suitablgirwlate the behaviour of groups of
people working together and, in particular, to graiecision making modelling, once
it caters for individual modelling, flexibility andlata distribution [1][2]. Various
interaction and decision mechanisms for automaggbtiation have been proposed
and studied. Approaches to automated negotiatinrbeaclassified in three categories
[3], namely game theoretic, heuristic and argum@nabased. We think that an
argumentation-based approach is the most adequatgdup decision-making, since
agents can justify possible choices and convinberatlements of the group about the
best or worst alternatives.

Agent Based simulation is considered an importaok in a broad range of areas e.g.
individual decision making (what if scenarios), @¥anerce (to simulate the buyers
and sellers behaviour), crisis situations (e.g.usite fire combat), traffic simulation,
military training, entertainment (e.g. movies).

According to the architecture that we are proposivgintend to give support to
decision makers in both of the aspects identifigdZzhchary and Ryder [4], namely
supporting them in a specific decision situatiod giving them training facilities in
order to acquire skills and knowledge to be usedliieal decision group meeting. We
claim that agent based simulation can be usedsuithess in both tasks.

In our multi-agent architecture model [5] we hawe tdifferent types of agents: the
Facilitator agent and the Participant agent. Thaligor agent is responsible for the
meeting in its organization (e.g. decision probkemd alternatives definition). During
the meeting, the Facilitator agent will coordinaliethe processes and, at the end, will
report the results of the meeting to the participanvolved. The Participant Agent
will be described in detail in the next section.

In this work is presented a new argumentation @E®ceith the inclusion of
personality using the Five-Factor Model of Persisn@FFM) [6] and emotion using
the OCC model [7]. The mood of the participantd aféo be represented by the use
of the PAD mood space [8].
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2 Participant Agent

The participant agent has a very important roléhangroup decision support system
assisting the participant of the meeting. This agepresents the user in the virtual
world and is intended to have the same persoratfitito make the same decision as
if it were the real participant user. For that mawe will present the architecture and
a detailed view of all the component parts. Théigecture is divided in three layers:
the knowledge layer, the interaction layer andré@soning layer (Figure 1).

i ™

World Medel of the .
[ Self Model ][ Knowiedge j[ Others j[Per&nnalalyTypa]

Knowledge Layer

' N

Argumentation e . Personality
[ System ] [Decnsmn Maklngj [Emouun Systemj [ System ]

Reasoning Layer )

' '

[ Communication ] [ Interface ]

Interaction Layer

Figure 1 - Participant Agent Architecture

2.1 Knowledge Layer

In the knowledge layer the agent has informatiooualthe environment where he is
situated, about the profile of the other particifmagents that compose the meeting
group, and regarding its own preferences and ditalewn profile).

The personality is defined in this layer through Big Five Inventory (BFI) [9] and
available publicly to be used by the other oppompanticipants.

The information in the knowledge layer has somel kihuncertainty [11] and will be
made more accurate along the time through intenagtidone by the agent. The
credibility of the participants and the perceptitiat one user has about the others
will be refined along he time in the “Model of tighers” component.

A database of profiles and history with the groupisdel is maintained and this
model is built incrementally during the differemttéractions with the system. The
community should be persistent because it is nacgds have information about
previous group decision making processes, focusiedibility, reputation and past
behaviours of other participants.
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2.2 Reasoning Layer

The agent must be able to reason based on congrleteomplete information. In
this layer the reasoning mechanism is based oninfeemation available in the
knowledge layer and on the messages received frtrar aagents through the
interaction layer. The reasoning mechanism wiled®ine the behaviour of the agent
and allow the acquisition of new knowledge, essdigtibased on previous
experiences.

The reasoning layer contains four major modules:

e The argumentation system — that is responsibléh®rarguments generation.
This component will generate persuasive argumevitich are more related
with the internal emotional state of the agent, abdut what he thinks from
others’ profiles (including the emotional state).

e The decision-making module — will support agentstlie choice of the
preferred alternative. The preferred alternativiess ia the self-model of the
participant agent, being filtered and sorted bg tamponent.

e The emotional system [1]- will generate emotiond amoods, affecting the
choice of the arguments to send to the other fyaatits, the evaluation of the
received arguments and the final decision. The iemethat will be simulated
in our system are those identified in the reviewesion of the OCC (Ortony,
Clore and Collins) model: joy, hope, relief, pridgatitude, love, distress,
fear, disappointment remorse, anger and hate.

e The personality system — will identify the persdtyabf the other participants
in order to find the best strategy for the arguragoh on the negotiation
process based on the FFM of personality [12].

2.3 Interaction Layer

The interaction layer is responsible for the comivation with other agents and by
the interface with the user of the group decisiakimg system. All the messages
received will be sorted, decoded and sent to thkt iayer based on their internal
data. The knowledge that the participant user basitahis actions and of the others
are obtained through this layer.

3 Personality Type Identification

In order to make agents more human-like and tceame their flexibility to argument

and to reach agreements in the negotiation proeessjpdated the previous agent
participant model [13] and included the personaditfgtem component.

Personality plays an important role on the behavaifrthe participants in a decision
meeting. “Behaviors are influenced by personalifeshat personality refers to sets
of predictive behaviors by which people are recogtiand indentified [14]".

The personality is divided in 30 attributes, eadle called a personality facet. The
personality facets are clustered in five groupBedgersonality factors or traits. The
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five-factor model of personality is best known asCHEAN: Openess,
Conscientiousness, Extraversion, AgreeablenessNagative Emotionality; and is
the most widely accepted model of personality [1Bhe identification of the
personality of each participant its classified gsthe BFI [9] and fit in one of the
themes based on the FFM. A theme is a charactepistsonality pattern that reflects
the combined effect of two or more factors or fagég].

There are several types of themes based on thef&iF&hch set of personality types.
For the decision making area the themes that doelldpplied are: the conflict styles
and the decision style. We select the conflictestybcause we will be using the
personality in the negotiation process where masggieements and conflicts arise.
The conflict styles theme uses only four of theflactors of the model that are: the
agreeableness, the conscientiousness, the eximvarsl the negative emotionality.

4 Emotional System

Our participant agent is composed by an emotioygtes, which, beside other tasks,
will generate emotions. Those emotions are thetiiilssh in the revised version of the
OCC model [7]: joy, hope, relief, pride and gradiéy love, distress, fear,
disappointment, remorse, anger and hate.

Table 1: Revised OCC Model

Positive reaction Appraised events Categories

Joy Because something good happened Undifferedtiate

Hope About the possibility of something gop&oal-based
happening

Relief Because a feared bad thing didn't happen

Pride About a self-initiated praiseworthy act | Standards-based

Gratitude About an other-initiated praiseworthy act

Love Because a person finds someone| daste-based
something appealing

Negative reactions | Appraised events Categories

Distress Because something bad happened Undiffateat

Fear About the possibility of something bap&oal-based
happening

Disappointment Because a hoped-for good thing didn’
happen

Remorse About a self-initiated blameworthy act| Standards-based

Anger About an other-initiated blameworthy gct

Hate Because a person finds someone| Baste-based
something unappealing

The agent emotional state (i.e. mood) is also tatied in this module based on the
emotions generated. To model mood we use Albertrdteain’s pleasure (P), arousal
(A) and dominance (D) trait which form the PAD spathese traits are independent
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of each other and form a 3D space. The pleasues telates to the emotional state’s
positivity or negativity, arousal shows the levdl mhysical activity and mental

alertness, and dominance indicates the feelingootrol. These trait's values lie

between the positive (+1) and negative (-1) endsadh dimension. Mehrabian
defined eight mood types based on the combinatdmegative (-) and positive (+)

values for each dimension: pleasant (+P), unpléasBi; aroused (A+), unaroused
(A-); and dominant (D+), submissive (D-). Tabletbws all the mood types defined
by Mehrabian.

Table 2: Mehrabian Mood Types

Trait combination Mood type
+P+A+D Exuberant
-P-A-D Bored
+P+A-D Dependent
-P-A+D Disdainful
+P-A+D Relaxed
-P+A-D Anxious
+P-A-D Docile
-P+A+D Hostile

Because Mehrabian also defines the relationshipvdet the OCEAN personality
traits and the PAD space, we can translate the &3opality vector (P) into a
corresponding PAD space mood point [8]. Consideand®CEAN personality (O, C,
E, A, N) the initial mood is calculated in the fmNing way:

InitialMood = (P, A, D)
P=059*A+0.19*N+0.21*E
A=057*N+0.30*A+0.15*0
D=0.60*E+0.32*A+0.25*0+0.17*C

When the system updates the emotional state, thoe mpoint shifts in the 3D PAD
space. The change is based on which emotion igadeti. Mehrabian defined more
than 240 emotions although as we use the revisesioneof the OCC model that is
composed only by 12 we made a correlation betwesth models [10]. Table 3
shows our correlation between OCC emotions and Bgdze [8].

Table 3: Correlation between OCC emotions and the PAD space

Emotion Pleasure Arousal | Dominance Mood type
Joy 0.40 0.2¢ 0.10 +P+A+D Exuberant
Hope 0.20 0.20 -0.10 +P+A-D Dependent
Relief 0.20 -0.30 0.40 +P-A+D Relaxed
Pride 0.40 0.30 0.30 +P+A+D Exuberant
Gratitude 0.40 0.2( -0.30 +P+A-D Dependéent
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Love 0.30 0.10 0.20 +P+A+D Exuberant
Distress -0.40 -0.20 -0.50 -P-A-D Bored

Fear -0.64 0.6( -0.48 -P+A-D Anxious
Disappointment -0.3( 0.1D -0.40 -P+A-D Anxious
Remorse -0.30 0.10 0.60 -P+A-D Anxious
Anger -0.51 0.59 0.25 -P+A+D Hostile
Hate -0.60 0.60 0.30 -P+A+D Hostile

Each participant agent has a model of the othentagén particular the information
about the other agent’s mood. This model deals initbmplete information and the
existence of explicit negation. Some of the prdpsrthat characterize the agent
model are: gratitude debts, benevolence, and dligdib

Although the emotional component is based on th€ @®@del, with the inclusion of
mood, it overcomes one of the major critics thatally is pointed out to this model:
OCC model does not handle the treatment of pastactions and past emotions.

5 Negotiation Process

For the negotiation the process is divided in treeges: Pre-Negotiation, where the
participants should gather and analyse informadioth set objectives; In-Negotiation:

where the participants should analyse, argue, pdeswthers and achieve and
agreement if possible; Post-Negotiation: where ghgicipants should confirm the

agreement and review the negotiation. For eaclobtieese stages different emotions
are generated. Next we will explain the emotiored #ie generated for the stages.

5.1 Pre-Negotiation

In the pre-negotiation the agent first does anyamlon the adversaries and next
establishes the objectives for the negotiation.

The adversaries’ analysis generates taste-basetibesio
* Love — Because a person finds someone or sometbioegling;
e Hate — Because a person finds someone or somethappealing.

Establishing the objectives to the negotiation gates goal-based emotions:
* Hope — About the possibility of something good rexgipg;
» Fear — About the possibility of something bad haype

5.2 In-Negotiation

The aim of the meeting is to achieve an outcomeslwhbth sides can accept. The in-
negotiation is the most important process becatide where the proposals are
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exchanged. During the in-negotiation process, gpgnt agents may exchange the
following locutions: request, refuse, accept, rejugth argument.

* Request (AgPi, AgPjy, arg) - in this case agent AgPi is asking agerjAg
to perform actiorn, the parameter arg may be void and in that caiseadt
request without argument or may have one of tharaegts specified at the
end of this section.

e Accept (AgPj, AgPip) - in this case agent AgPj is telling agent AdHittit
accepts its request to perform

« Refuse (AgPj, AgPig) - in this case agent AgPj is telling agent Adhittit
cannot accept its request to perfarm

The purpose of the participant agent is to askestuser. For example, in Figure 2, it
is possible to see the argumentation protocol ¥ar &gents. This is the simplest

scenario, because in real world situations, graegisibn making involves more than

two agents and, at the same time AgP1 is tryingetsuade AgP2, that agent may be
involved in other persuasion dialogues with oth@ug members.

D Request a

Accept

Refuse o : ar

' fiv
&/ Terminate \w/

l

AgP1 Request (o, Appeal_counter_example) AgP2

Request (a, Appeal_self_interest)

Request (¢, Appeal_las_prev_practice)

|

Request (u, Appeal_past_reward)
|Request (a, Appeal_past_feward) |

Request (o, Reward)

Request (, Threath)

Figure 2 - Argumentation Protocol

Argument nature and type can vary, however sixgyplearguments are assumed to
have persuasive force in human based negotiatibfi§7]: threats; promise of a
future reward; appeal to past reward; appeal totsstexample; appeal to prevailing
practice; and appeal to self interest [18]. Thesetlze arguments that agents will use
to persuade each other. This selection of argumisnt®mpatible with the power
relations identified in the political model: rewarcbercive, referent, and legitimate
[19][20].

In the past has been made a study of the impasbpeality had in the argumentation
process [16]. To summarise the previous study efitfpacts that personality FFM
factors have on each argument intended to be ustt inegotiation process, a table
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(Table 4) was created to show all the permittedimients. This table and the study is
only applied to the personalities of the confligias theme.

Table 4: Possible arguments to each personality on theictnfityle

Appeal | Appeal to ,tb(;ppeal Appeal
to  Self| prevailing to past| Reward | Threat
) counter
Interest | practice reward
example
Negotiator | Yes Yes Yes Yes Yes Yes
Aggressor | Yes No No Yes Yes Yes
Submissive| No No Yes No No No
Avoider No Yes Yes No No Yes

This work is also intended to consider emotiontie irgumentation process. The
arguments defined by Sarit Kraus [18] have a natnder of argument power to be
sent: Appeal to self-interest, Appeal to prevailipgactice, Appeal to counter
example, Appeal to past reward, Reward, Threat.g€pnerate the emotions we
divided the arguments in appeals, rewards andttirea

A. Appeals

Appeals generate undifferentiated emotions:
« Joy — Because something good happened;
» Distress — Because something bad happened.

B. Rewards

Rewards generate standards-based and undiffesshtiahotions. When the actions
are related to whom is making the reward it geesratandard-based emotions, when
it is an response to an action it generates undiffeated emotions.

Rewards sent:
e Pride - About a self-initiated praiseworthy act (gimn generated when the
reward is sent to a counterpart);
« Joy — Because something good happened (emotiomajeden the response
to the reward sent);
« Distress — Because something bad happened (emg#daerated in the
response to the reward sent).

Rewards received
« Remorse - About an other-initiated praiseworthy act

C. Threats

Threats generate standard-based and undifferahéat®tions. When the actions are
related to whom is making the threat it generatasdard-based emotions when it is
an response to an action it generates undiffetedtiamotions.
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Threats sent
* Remorse - About an other-initiated praiseworthy act
* Joy — Because something good happened (emotiomageden the response
to the reward sent);
e Distress — Because something bad happened (emggoprated in the
response to the reward sent).

Threats received
e Hate - About an other-initiated blameworthy act.

In order to exemplify this process for our multieay model [5] a diagram is
presented (Figure 3) with two participant agentgRA and AgP2) for a general
meeting. To explain the diagram we are going teides the numbered circles (1, 2,
3,4,5and 6).

l- __________ ] In ---------- =
I ' I '
L™ Mood | I Mood - |
| ! | |
I = | I
| @ Personality | 1.1 personaiity of aponnent | Personality ) I
| = Identification | ™1 I Type = |
| = | | [
| @ | | '
= |
: Argumentation _|'-E.-' acceptiteiuse ,I Argument |
| System i i Evaluation |
',f..' request with argument

Figure 3 —Argumentation dialog using personality, emotion amabd

In the diagram is possible to see two agents (AgRILAgP2) where AgP1 would like
to make a request to AgP2. The more important stegtsoccur in our model are the
following:

1. AgP1 receives the personality of AgP2 and proceedshe personality
identification component. In this component the ereed information
verified to see if is compatible with previous n#gtons with this
participant;

2. The personality type is sent to the argumentatystesn;

3. The argumentation system updates the mood compadmesed on the
emotions generated;

4. The argumentation system component selects thébposet of arguments
and starts making a request with the weaker argtimen
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5. AgP2 receives the request evaluates it, the enmmtame generated and
updates his mood;
6. AgP2 accepts or refuses the request.
Several iterations can occur in steps 3 to 6, ddipgnon the set of possible
arguments to be sent to AgP2.

5.3 Post-Negotiation

The negotiation should be reviewed by all the mambe analyze the conclusion and
verify if the objectives established at the begingnjPre-Negotiation) were achieved.

The analysis of the negotiation generates goalebas®tions:
* Relief — Because a feared bad thing didn’t happen;
< Disappointment — Because a hoped-for good thingndichappen.

6 Conclusion

This work proposes the inclusion of the personadityl emotion in the negotiation
process of an argument-based decision-making. Ite sf using two different
components to model personality and emotion we sting the PAD mood space,
which is able to support OCEAN and OCC models.régppsed as well a mapping of
the OCC emotions to the PAD mood space. Each péssonique and has different
reactions to the exchanged arguments. Many tindiseggreement arises because of
the way we began arguing and not because of théeemonOur main goal on a
decision meeting is to reach consensus where ewergan be satisfied about the
result. The principal determinant of a member’'srdegf satisfaction with his or her
group’s decision is the extent to which the mendggees with the decision [21].

Each participant agent represents a group decisiember. This representation
facilitates the simulation of persons with differepersonalities. The discussion
process between group members (agents) is madegthtbe exchange of persuasive
arguments, built around the same premises stafedebe

As future work we intend to make more use of theDPAood space instead of the
personality themes. Personality themes are of atgise in the beginning of the
argumentation process but the mood space in thg tlerm is better because it can
add more information.
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Abstract. Emotion-based interactive music systems have gapalication
potential, namely in entertainment and healthcditds paper describes an
installation that explores the interactive capébii of EDME, an emotion-
based music engine we are developing. At the cotfeeanstallation there is an
affective computer system that selects appropnatsic and images to express
its emotional state. The installation allows peadpleexperience and influence
the emotional behavior of this system. We madedwmeriments where people
were able to ascribe emotions to the system intaralaway, relating arousal
with the amount of movement and valence with thelper of presences, as
expected. The system transmitted expected emadiotigains from using both
media (music and images) to express its emotidatd.s

Keywords: Interactive music system, automatic music productiemotions
and music.

1 Introduction

Building interactive systems with the capabilitygmduce music with an intentional
emotional content involves multidisciplinary comgates in Affective Computing
[20], Human Computer Interaction, Music Psychologgd a mixture of these
domains [19]. The interaction may involve the petan of emotions from users [3,
8, 26]. This can be done with sensors to recogm&ehophysiological signals, facial
expressions, gestures and others [1, 7, 17]. Thtesy must be able to adapt its
emotional state to the perceived information angress it in some human
recognizable way. The expression of its emotiotetesmay be performed by suitably
adapting media like music and images.

We intend to explore the capability of an affectsyestem in the expression of a
desired emotion to an environment [3, 8, 18, 23, 6such a way that people may
recognize system emotional state in a natural Wés.are developing a solution with
a high degree of adaptability due to the flexihildf 2 auxiliary structures (music
base and knowledge base) being used in EDME, ati@mgased music engine that
intends to control the emotional expression of poedl music, that makes the system
a good choice for almost every context. This pagtarts with a review of systems
related to our work (section 2). Then, we descriibe emotion-based interactive
installation (section 4) that intends to interadghvpeople by using music and images.
This installation intends to explore the interaetzapabilities of EDME (section 3).
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The installation allows people to experience ariliémce the emotional behavior of
the computer system. The description of the tweeerpents made to test this system
is presented in section 5. Section 6 analysis teftdm the second experiment and,
finally, section 7 draws some conclusions.

2 Reated work

The emotional interaction with people by usingeliént media is a promising field of
research. The importance of developing systems suitth a capability is evident to
the society. They can be used in contexts where fkea need to create environments
capable of inducing certain emotional experienéetelligent spaces [26], virtual
environments [3, 15, 21], healthcare spaces [1&]cd spaces [25], wearable devices
[5, 8, 9, 17, 18, 22, 24, 27], etc. They can alsoapplied in the production of
soundtracks for computer games [6, 10, 11]. Theaibjes underlying these contexts
can be various: reflect the mood of game charadtetise output of the system [6];
build recreational and therapeutic devices for peaeyth neurological and physical
disabilities [16, 25]; improve exercise performafsel7, 18, 22, 27]; adapt system
output to a desired emotional state [1, 4, 7, 911012, 14, 15, 17, 21]; or, in a broad
sense, dynamically express a desired emotion afitenvironment [3, 8, 18, 25, 26].

These systems are usually composed by a percepiiaiule that perceives the
emotion from the environment by using data comimgmf different sources:
psychophysiological sensors [1, 4, 5, 8, 9, 12,18%,,17, 18, 27], cameras [3, 7, 13,
14, 17, 25], microphones [26], pressure sensork {perature sensors [8], motion
sensor [8, 13, 22, 25, 27], pollution sensors fBiysical data [4, 24] and self-report
data [4, 9, 27]; and by an action module that eéatthe environment possibly by
using different media (e.g., music and images). Whsing music to react to the
environment, these systems usually make use ofrgpasition/selection algorithm to
generate music driven by emotional controls th&trid to influence the emotional
state of the user(s) of the environment. The allgors used to generate music [3, 10,
11, 12, 21, 25, 26] deal with mapping between muasid emotional data obtained
with the referred sources. Musical features ofgleerated music reflect the intended
emotional variations of the user(s).

Ada is a system especially relevant in this aréj. [R is an intelligent space that
communicates moods, emotions and behaviors intirealby using sound and light.
Moods are defined by arousal and valence variahl&s. others, Ada communicates
by composing music to express the moods and enmtidrousal variable changes
tempo, volume and octave register. Valence variahbnges consonance and pitch
material. It is interesting the possibility to extesome of these systems to be used in
a network of integrated music controllers [13]. $@econtrollers create a
collaborative interface between emotions and mgeieration.



An Emotion-Driven Interactive System 169

3 EDME - Emotion-Based Music Engine

EDME is a system that produces music expressingsaetl emotion. This objective
is accomplished in 3 main stages: segmentatioecteh and transformation; and 3
secondary stages: features extraction, sequencidgsgnthesis. We are using 2
auxiliary structures: a music base and a knowldolgge. The music base has pre-
composed MIDI music tagged with music featuress Iprepared offiline for MIDIs
of any musical style. The knowledge base is implas as 2 regression models that
consist of relations between each emotional dinsengvalence and arousal) and
music features. It can be adapted to the emotifasalback given by listeners (via
questionnaires or psychophysiological signals). haracteristics of these auxiliary
structures make the system easily adaptable ty eostext.

Aided by Figure 1 we will describe with more detadch of these stages. Pre-
composed music of the music base is input to a eatation module that produces
fragments. These fragments must as much as pos&btaisically self-contained and
express a single emotion. Segmentation discovegments by looking for note
onsets with the higher weights. These weights dtébated according to the
importance and degree of variation of five featuptch, rhythm, silence, loudness
and instrumentation. The features extraction mothéa obtains music features that
are used to emotionally label the fragments with kielp of the knowledge base,
which are then stored in the music base.

Desired
emotion
Knowledge
\VT\ Base

e
Sounds
library

Music Selection vy vy Music Manipulation ¥
: ; Music Music Music
beigelesspateciinn W transformation sequencing synthesis

Music Preparation
Music Music

Features <fillH goomentation
Extraction

¥

Fr
W

Pre-composed
music

Fig. 1. Diagram portraying the 3 main stages (segmentasielection and transformation) and
3 secondary stages (features extraction, sequeanthgynthesis) of EDME.

Listener

The selection module obtains musical pieces witlemotional content similar to
the desired emotion. These pieces are obtained fhemmusic base, according to
similarity metrics between desired emotion and mushotional content. Selected
pieces can then be transformed to come even clsethe desired emotion.
Transformation, also supported by the knowledgeebas applied in different
characteristics of 5 groups of features: rhythmloohg harmony, instrumentation and
dynamics. The knowledge base has weights thatalahie degree of transformation
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for each characteristic. Sequencing module putscegie produced by the

transformation module in a smooth sequence by dhgngppropriate musical

features. This sequence is given to a synthesisilmddat uses information about the
General MIDI (GM) instruments [23] and timbral faegs to guide the selection of
sounds from a library of sounds. This library ismpmsed by various samples
available from sample libraries of GM instrumergsy(, [28, 29]).

4 Emotion-Based I nteractive I nstallation

We developed an installation to provide an expeniaecontext for assessing the
interaction capabilities of EDME. We integrated tin@isic engine in a multi-agent
system built over JADE [2] that controls the ovelahavior of the machinery. A
computer connected to a camera, a projector, amaksps compose the setup (Figure
2).

The camera is placed on the ceiling of room. Therattion area representing by
the grey circle is constrained by the field of viefthe camera. One of the walls is a
wide translucent screen where images are displagddr the computer's command.

1 — CAMERA

3 2 — COMPUTER

3 — SPEAKERS

4 — PROJECTOR

5— TRANSLUCENT SCREEN
6 — INTERACTION AREA

L

Fig. 2. Plan of the experimental setup.

The installation adapts the expressed emotionfidoptesence of people in the
interaction area: the system expresses positivengal emotions on the presence of
people and negative valence emotions when leftealbforeover, people movement
induces an increase in the arousal, whilst laclaaiivity induces a decrease. The
system collects data from the environment through tamera and expresses
emotions by means of the music it plays and theyéewdt projects.
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At the beginning of each trial session, the camtkes a picture of the
environment. This first picture is considered to the model. This image will
represent the scenario of the experiment. As eas$ian lasts for short time intervals,
where the daylight and other environmental charagesnot important, we assume
that the scenario stays immutable during eachaesSif course, if we needed to take
a longer experience the light and environment chargpuld be prevented by a re-
adaptation of the initial environment. Although thestem prevents this, it is disabled
for our experiences, since these experiences wade in closed rooms with artificial
and constant light.

We are considering two environment variables: lefgbresence and movement.
The system takes a new picture every second toteipdase variables. The level of
presence is determined by computing the percertégmage change between the
new picture and the scenario. This means that wvegms induce a higher presence
level than one. Moreover, the level is not depehdépeople's movement, as long as
they stay in the field of view of the camera. Mowethis calculated by comparing
two adjacent pictures. Using this method, onlyanstmovement is calculated. As
long as there is movement in the radius, the atdoseeases, and when movement
stops, arousal starts to decrease.

The environment information is then converted istiaulus that is used to define
the emotion that the system will express. Incréaghe level of presence (e.g., one
person enters the interaction area) produces aiy@ostimulus for valence; the
reverse applies for decrease in the level of paseAs for movement, as long as
there is activity in the interaction area, the sius for arousal increases. When
movement stops, arousal starts to decrease. Arougalase and decrease are linear
with time.

Speakers

‘ Projector

L/ /(;) utpulte:k \J
Y ¥

New Emetion

T
[ Left Brain \
\\,,_7_,. Stimulus

— B

— //
"/:amera Har‘d@'iNEW \mage—b:&mera Ana\yze)\\

Fig. 3. Multi-agent system architecture.
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The architecture of our multi-agent system is repnéed in Figure 3. An agent
Camera Handler is in charge of gathering environment data. Atlibginning of each
trial session, the camera takes a picture of th@@mment. This image will represent
the scenario of the experiment. As each session lasts for stime intervals, we
assume invariance of daylight and other environalezdnditions and, consequently,
that the scenario stays immutable during the erpant.

An agentCamera Analyser converts the environment information iistamulus that
is used by an agenheft Brain to synthesise the new emotional state of the syste
according to the current emotional state and tleeived stimulus. Increase in the
level of presence (e.g., one person enters theaotten area) produces a positive
stimulus for valence; the reverse applies for cesman the level of presence. As for
movement, the stimulus for arousal increases ag b there is activity in the
interaction area. When movement stops, arousdsdiardecrease. Arousal changes
are linear with time. Emotional states are synsesiwith continuous change.

The new synthesised emotion is sent toQuputter agent, who wraps EDME and
is in charge of choosing the music to play andith&ge to project. The aim of the
images is to reinforce the interaction experienaided by the installation. Images
are chosen based in three levels of valence, sadrah and happy, and don’t show
arousal levels.

5 Experiments

We made two experiments with our system. The bret was a preliminary one
that had the objective of observing the interachetween the system and participants
(30 people); the second one was focused in obtiparticipants feedback (via a
questionnaire) about various components of the \nehaf system. Figure 4 shows
the two steps that composed both experiments. Tisé $tep consists in the
perception of data from the environment: numberpafticipants and quantity of
movement. This data is used to define the emotigtete of our system: valence
(degree of happiness) and arousal (degree of &otiyaFor instance, if it has the
values O for arousal and O for valence, the syssewery sad, if it has the values 10
for arousal and 10 for valence, the system is Yappy and excited. The number of
participants influence valence; the quantity of ement influence the arousal. The
system’s emotional state influences the way théesyexpresses to the environment
by selecting different music and images to porteathe audience.

Participants interact with the system through semngbat detect presence and
movement. At the core of the experiment, theredsraputer that produces ambience
music and projects images in a screen. Based eota# computing techniques, the
computational system reflects in the musical festuthe variation of the number of
presences and quantity of movement: for instancajyzed music and images are
happier with the presence of more people on thenyaw can be more active when
more movements are detected.
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Perception:
sNumber of participants
=Quantity of movement

Variable
emotional
state

@e

Emotional expression
a Music
= Images

Fig. 4. Diagram illustrating the 2 steps of the two expemts: emotional perception and
expression.

The first experiment was made in a session cal@dcbvering the Faculty on
Saturdays". This session was attended by 30 steidesrh secondary schools with
ages from 10 to 18 years old. Figure 5 shows th@@mment with some participants.

Fig. 5. Picture taken during the first experiment.

In the second experiment we had groups of, apprately, 4 people interacting
with the system in sessions of approximately 10uteis. In the end of each session
participants were asked to answer to a questioangith 7 questions (Table 1) with
the objective to use obtained data/answers to atathe efficacy of the system. Each
guestion was answered with values from the intégesrval between 0 and 10.
Sessions were attended by 23 people from the wiiyeistudents and professors)
with ages from 18 to 60 years old. Each sessionasaducted in three phases: first,
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the emotional state of the system was expressedshng only music; then, only
images; and finally both media. This allowed usvaluate the effect of each medium
in emotional communication.

Tablel. 7 questions of the questionnaire given to thé@pants.

1) The system expressed happiness with many presandesadness with few presences

2) The system expressed activation with much moveraedtrelaxation with the lack of
movement

3) What is the importance of music in the emotiongirezsion of the system

4) What is the importance of images in the emotiomptession of the system

5) Music expressed expected emotion

6) Images expressed expected emotion

7) Efficacy of the system in the expression of theeetgd emotions

Both experiments were preceded by a series of pagpy steps: manual
emotional classification of images and offline $yadis of music (Figure 6). Manual
emotional classification consisted in attributitgee levels of valence (sad, neutral,
happy) based on personal background on this tdpfline synthesis of music
consisted in: segmentation of pre-composed musgitonaatically extraction of
features from obtained segments; and automaticctsmbe of music expressing
different emotions. This music was then given tsyathesis module that converted
selected MIDI music into mp3 audio music.

Pre-composed MUSi'C
music selection
[MuSic seqmentation | :
usic segmentation MUS|C
synthesis

Segmented
music

I

eature extraction

Fig. 6. Diagram illustrating the processes involved inafféne synthesis of music.

6 Resaults

The verbal feedback given by the participants effttst experiment was positive: the
system interacted in an expected emotional ways Heiction is devoted to the
analysis of the answers obtained with the questiven(Table 1) given to the 23
participants of the second experiment. Figure 7sgmts the mean and standard
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deviation for the 7 questions of the questionnale obtained high standard
deviations when analyzing the importance of thegenin the system and in the
analysis of the expression of the expected ematitin the image. After the analysis
of all the answers we came to the conclusion theanerally, the system correctly
related arousal with the amount of movement anéned with the number of

presences. Despite the fact that music seems aimedore important than images to
express emaotions, it was less successful than isnaigeexpressing the desired
emotion. In general, the system was efficient ia ttansmission of the expected
emotions. These conclusions give a first clue altbet behavior of the system;

however their significance is limited by the lowmioer of participants (23), as well

as, by the presence of some questions with multipleponents (e.g., first and second
questions).

00

o o~

m Mean

W Std. deviation

O kB N W B o0

Fig. 7. Mean and standard deviations for the answerseofjtiestionnaire.

Table2. Correlation coefficients between the answers efgghestionnaire (Table 1).

Answers 1) 2) 3) ) 5) 6) 7)
1) - 16 39 42 54 31 50
2) 46 - 29 45 56 44 71
3) 39 29 - 82 61 67 59
1) 42 45 82 - 55 68 60
5) 54 56 61 55 - 71 76
6) 31 44 67 68 71 - 78
7) 50 71 59 60 76 78 -
Mean 44 49 56 59 62 60 66

We also analyzed the correlation coefficients betwthe answers (Table 2) and
concluded that the expression of the arousal ofylséem, the expression of expected
emotions with music and images (answers 2, 5 ath$)n high degree of correlation
with the efficacy demonstrated by the system (ansiye This leads us to have a
special attention devoted in the analysis of thetemal effect of music and images,
namely in the arousal dimension. The importancemofsic and images in the
emotional expression and the expression of expesteation in music (answers 3, 4
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and 5) are in some way correlated with expressioaxpected emotion in images
(answer 6). The importance of the emotional expoaswith music (answer 3) is
highly correlated with the importance of the emoéb expression with images
(answer 4), which seems to reinforce the importasfcesing both media to express
the emotional state of the system.

7 Conclusions

We prepared an installation that allows participaot experience and influence the
emotional behavior of an interactive computer gyst&he experiences conducted
show that people ascribe emotions to the system imatural way. Results of the
second experiment show the importance of both médissic and images) in the
expression of the emotional state of the systerd;tha importance of analysing the
emotional effect of music and images, namely inatamusal dimension. Our system
can be, hopefully, more efficient by improving tB®OME engine; by making an
engine similar to EDME for images; and by completimgnour work with studies of
psychology.

We also obtained several suggestions from theqgjaatits to improve the system:
synchronize music and images; use more emotioagdssfor images; generate music
and images in real-time; improve selection of masid images; decrease the delay of
adaption of music to the environment; improve tittoss among music; and have
more sensors for movement and presences.
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Abstract. In this paper we introduce an implementation of latelligent
Interface Agent to support the use of a web pantan airline company. The
interface agent architecture and data model isepted. We formalized
concepts such as relevance and proximity regarthiegdata structure. The
concepts of personal opinion and general opiniom a&so introduced and
formalized. A statistical analysis was performecdbiain the best value when
processing the general opinion. Some results dfahalysis are presented and
we conclude discussing our work and presentingéutaprovements.

Keywords: Intelligent Interface Agent, User Interface Agdoser Modeling.

1 Introduction

TAP Portugal - Portal DOV [1] is currently a hubiaformation and services to all

crewmembers. It centralizes information and contrawn from diverse sources
enabling users to have access to information andcss previously accessed at the
TAP installations or by telephone. For instancey mme crewmember can view his
schedule of work for the day or next week by simplyging to the Portal at his home
or in any place with an Internet connection. Altdively, if a service or department
requires a new Training Manual to be made availédrehe pilots, it can resort to

Portal DOV (Web Portal) to publish it.

The Web Portal grants the user a greater mobility mdependence, but it has
some limitations. As information and documentatame regularly changed, so the
user must be up to date about the significant ob®nBor instance, a crewmember
must take an active attitude to check up his rdsterelevant changes, even though
they may not occur. The process of returning tovireb Portal only to check up the
current state of information can turn out a tediousnonotonous task. This sort of
tasks are the competence of interface agents, whas®se is to facilitate the users
work by doing boring or repetitive tasks, freeimg tuser to use the freed time more
efficiently. The Web Portal interface agent allotie user to define tasks about the
surveillance of information sources by differentdis of priority. An example would
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be a flight attendant that defines a high-levettaksk to monitor changes concerning
the days off in her roster and very-low-level atagk associated with the publication
of new internal communications. With the help oé thgent she could be more
promptly acquainted about changes in the curreate sof information seen as
important to her. The Web Portal relying on integfaagents to represent
crewmembers could result in two major gains: (i)e&kvmore mobility and
independence to the users, as the need to accdssP@ftal to verify the current
information diminishes and (ii) increase in the eaveess about crucial information
for each professional category by making suggestit;m the crewmember. Our
Interface Agent has two main goals: (1) allow tseruto define properly tasks set to
monitor changes in relevant content and ensureidbeis properly informed and, (2)
make suggestions perceptive to the user about axsks.t

Although there will be an interface agent represgneach crewmember and
appointed to the vigilance of information deemegamant by the owner, it does not
require direct interaction with the existent agefitse agent will operate blind to the
existence of other agents. The suggestions ared msdhe general opinion of the
users with the same profile in regard to what ipanant to them. An example would
be the case where a flight attendant on vacatids gesuggestion to create a new
very-high-level alert task on the Web Portal comioations. This occurred because
in her absence happened major changes in the atzé&eb Portal and the next
announcement would be extremely important tacelvmembersaccess it properly.
This example illustrates one way in how the alasktand suggestions can help the
crewmembers in keeping up with what is importanth®e professional category of
crewmembers at a ti