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Preface

The 14th Portuguese Conference on Artificial Intelligence, EPIA’2009, took
place at Hotel Meliá Ria, in Aveiro, Portugal, in October 12-15, 2009. This inter-
national conference was organized by the University of Aveiro and, as in previous
years, was held under the auspices of the Portuguese Association for Artificial
Intelligence (APPIA). The purpose of EPIA’2009 was to promote research in all
areas of Artificial Intelligence (AI), covering both theoretical/foundational issues
and applications, and the scientific exchange among researchers, engineers and
practitioners in related disciplines.

To promote discussions among participants, EPIA’2009 was structured as
a set of thematic tracks proposed by the international AI research community.
Thematic tracks are intended to provide an informal environment that fosters
the active cross-fertilization of ideas between researchers within specific sub-
areas of AI, including theoretical/foundational, integrative, application-oriented
and newly emerging areas. The proposals received in response to a public Call for
Thematic Tracks were evaluated by the Program Chair and the General Chairs
in consultation with the Advisory Committee. The following tracks were selected
and included in the conference program:

AITUM – Artificial Intelligence in Transportation and Urban Mobility
ALEA – Artificial Life and Evolutionary Algorithms
CMBSB – Computational Methods in Bioinformatics and Systems Biology
COLA – Computational Logic with Applications
EAC – Emotional and Affective Computing
GAI – General Artificial Intelligence
IROBOT – Intelligent Robotics
KDBI – Knowledge Discovery and Business Intelligence
MASTA – Multi-Agent Systems: Theory and Applications
SSM – Social Simulation and Modelling
TEMA – Text Mining and Applications
WNI – Web and Network Intelligence

Each track was coordinated by an Organizing Committee composed of, at
least, two researchers in the field, from different institutions. An international
Program Committee, with recognized researchers within each track’s scientific
areas, was created.

In response to the Call for Papers, a total of 163 paper submissions were re-
ceived from 21 countries, namely Australia, Austria, Belgium, Brazil, Bulgaria,
Cuba, France, Germany, Hungary, India, Iran, Italy, Kuwait, Netherlands, Por-
tugal, Singapore, Spain, Taiwan, Tunisia, United Kingdom and USA. All sub-
missions were evaluated by at least three members of the Program Committees
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of the respective tracks and were selected for presentation at the conference on
the basis of quality and relevance to the issues each track is addressing. A se-
lection of higher quality papers presented in the different tracks is published in
a book edited by Springer. The remaining papers are published in this proceed-
ings volume. The numbers of submitted papers in each track and the respective
numbers of accepted papers are given in Table 1. The overall acceptance rate
was 65%.

Table 1. Numbers of papers submitted, accepted and selected for inclusion in the

Springer book.

Submitted Accepted Springer LNAI 5816

AITUM 11 7 3

ALEA 12 7 3

CMBSB 5 3 2

COLA 10 8 5

EAC 7 5 3

GAI 11 7 3

IROBOT 27 17 10

KDBI 17 12 7

MASTA 22 13 7

SSM 10 8 4

TEMA 25 15 7

WNI 6 4 1

Total 163 106 55

This edition of EPIA featured, for the first time, a Nectar Track, that is, a set
of plenary sessions with a selection of top-quality papers accepted in the different
tracks. The Nectar Track aims to promote the dissemination of information
between research groups with different interests within the AI field, as well as the
cooperation between different research groups and the development of integrative
research projects. The Nectar Track also aims to provide increased visibility to
some of the best papers in the conference program and, in so doing, provide a
general view of the AI field and its currently hot topics. After consultation with
the EPIA’2009 Advisory Committee, the following papers were included in the
Nectar Track:

– “A Data-Based Approach to Integrating Representations of Personality Traits,
Values, Beliefs and Behavior Descriptions”, by Boon-Kiat Quek, Kayo Sakamoto,
and Andrew Ortony

– “Comparing Different Properties Involved in Word Similarity Extraction”,
by Pablo Gamallo Otero

– “Constraint-based strategy for pairwise RNA secondary structure predic-
tion”, by Olivier Perriquet and Pedro Barahona
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– “Cost-Sensitive Learning Vector Quantization for Credit Scoring”, by Ning
Chen, Armando S. Vieira, João Duarte, Bernardete Ribeiro, and João C.
Neves

– “Efficient Coverage of Case Space with Active Learning”, by Nuno Filipe
Escudeiro and Aĺıpio Mário Jorge

– “How much should agents remember? The role of memory size on convention
emergence efficiency”, by Paulo Urbano, João Balsa, Paulo Ferreira Jr., and
Luis Antunes

– “Roles, Positionings and Set Plays to Coordinate a RoboCup MSL Team”,
by Nuno Lau, Lúıs Seabra Lopes, Nelson Filipe, and Gustavo Corrente

– “Semantic Image Search and Subset Selection for Classifier Training in Ob-
ject Recognition”, by Rui Pereira, Lúıs Seabra Lopes, and Augusto Silva

– “Sensitivity Analysis of a Tax Evasion Model Applying Automated Design
of Experiments”, by Attila Szabó, László Gulyás, and István János Tóth

– “Type Parametric Compilation of Algebraic Constraints”, by Marco Correia
and Pedro Barahona

– “Using Operator Equalisation for Prediction of Drug Toxicity with Genetic
Programming”, by Leonardo Vanneschi and Sara Silva

In addition to the parallel sessions for the different tracks and the plenary nec-
tar sessions, the program of EPIA’2009 included plenary talks by distinguished
researchers in the AI field, namely:

– Hod Lipson, from Cornell University, with a talk on “The Robotic Scientist:
Mining experimental data for dynamical invariants, from cognitive robotics
to computational biology”.

– Marie-Francine Moens, from Katholieke Universiteit Leuven, with a talk on
“More than Just Words: Discovering the Semantics of Text with a Minimum
of Supervision”.

– Demetri Terzopoulos, from University of California, Los Angeles, with a
talk on “Artificial Life Simulation of Humans and Lower Animals: From
Biomechanics to Intelligence”.

Finally, the program of EPIA’2009 also included the 2nd Doctoral Symposium

on Artificial Intelligence (SDIA).
EPIA’2009 was organized in cooperation with the Special Interest Group

on Artificial Intelligence of the Association for Computing Machinery (ACM-
SIGART) and the Portuguese Chapter of the IEEE Computational Intelligence
Society. The conference was co-sponsored by the Portuguese Research Founda-
tion (FCT) and IEEE Portugal Section. The participation of Demetri Terzopou-
los as invited speaker was funded by the Organizing Committee of the ALEA
Thematic Track. We highly appreciate and thank the collaboration of the mem-
bers of all committees, namely the Advisory Committee, the Organizing Com-
mittees and Program Committees of the different tracks and the Organizing
Committee of SDIA. We also thank invited speakers, authors, referees and ses-
sion chairs for their contributions to the conference program. Thanks are also due
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to Microsoft Research, for their Conference Management Service (CMT), which
was freely used for managing the paper submission and evaluation processes in
EPIA’2009.

Aveiro, October 2009 Lúıs Seabra Lopes
Nuno Lau

Pedro Mariano
Lúıs M. Rocha
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Lúıs Correia Universidade de Lisboa, Portugal
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Antônio Rocha Costa, Brazil
Yves Demazeau, France
Virginia Dignum, The Netherlands
Edmund Durfee, USA
Michael Fisher, UK
Graça Gaspar, Portugal
Marie-Pierre Gleizes, France
Wojtek Jamroga, Germany
Nuno Lau, Portugal
Paulo Leitão, Portugal
Jorge Louçã, Portugal
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Lúıs Gomes, José Aires, and Gabriel Pereira Lopes

Recognizing Polarity and Attitude of Words in Text . . . . . . . . . . . . . . . . . . . 525
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Abstract. Airports are important infra-structures for the air transportation 
business. One of the major operational constraints is the peaks of passengers in 
specific periods of time. Airline companies take into consideration the airport 
capacity when building the airline schedule and, because of that, the execution 
of the airline operational plan can contribute to improve or avoid airport peaks 
problems. The Airline Operations Control Center (AOCC) tries to solve 
unexpected problems that might occur during the airline operation. Problems 
related to aircrafts, crewmembers and passengers are common and the actions 
towards the solution of these problems are usually known as operations 
recovery. In this paper we propose a way of measuring the AOCC performance 
that takes into consideration the relation that exists between airline schedule 
and airport peaks. The implementation of a Distributed Multi-Agent System 
(MAS) representing the existing roles in an AOCC, is presented. We show that 
the MAS contributes to minimize airport peaks without increasing the 
operational costs of the airlines. 

Keywords: Disruption management, multi-agent system, airport operation. 

1   Introduction 

Airports are a very important infrastructure for air transportation. They provide 
services for airlines and, also, for the passengers that fly on those airlines. Airport 
operators like to speak of the business of the airport in terms of throughput of 
passengers and cargo as represented by the annual number of passengers processed or 
the annual turnover of tons of air freight. This is entirely understandable because, 
most likely, the annual income is determined by these two parameters. However, from 
an operational point of view, it is the peak flows that determine the physical and 
operational costs involved in running a facility. Assigning staff and physical facilities 
are much more dependent on hourly and daily requirements than on annual 
throughput. 
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Airline companies, during their Airline Scheduling Process (especially during the 
Flight Schedule Generation phase) take into consideration the agreed schedule 
regarding departures/arrivals of the airports, especially important on hub airports (for 
more information regarding this process see [8]). Given the above, we believe that it 
is important for the airline company to operate according to the schedule, not only due 
to the fact that the airline schedule is the optimal one from the airline perspective but, 
also, because it takes into consideration the airport capacity and, therefore, the airport 
peaks. Through operations control mechanisms the airline company monitors all the 
flights checking if they follow the schedule that was previously defined by other areas 
of the company. Unfortunately, some problems arise during this phase [5]. Those 
problems are related to crewmembers, aircrafts and passengers. The Airline 
Operations Control Centre (AOCC) is composed by teams of people specialized in 
solving the above problems under the supervision of an operation control manager. 
Each team has a specific goal contributing to the common and general goal of having 
the airline operation running with few problems as possible. The process of solving 
these problems is known as Disruption Management [11] or Operations Recovery. 

In this paper we propose a way of measuring the AOCC performance so that, in the 
decision process, the AOCC takes into account the relation that exists between airport 
peaks and the airline schedule. We present the architecture and specification of a 
multi-agent system that was developed for a real airline company, that uses our 
proposed measure (among other criteria) to solve operational problems. 

The rest of the paper is organized as follows. In section 2 we present some related 
work. Section 3 explains the relation between airport peaks and airline schedule and 
proposes the AOCC performance criteria. Section 4 shows the architecture and 
specification of our MAS. In section 5 we present the scenario used to evaluate the 
system as well as the results of the evaluation. Finally, we discuss and conclude our 
work in section 6. 

2   Related work 

We divided the bibliography we have analyzed in three main areas: aircraft recovery, 
crew recovery and integrated recovery.  

Aircraft Recovery: Liu et al. [12] proposes a “multi-objective genetic algorithm to 
generate an efficient time-effective multi-fleet aircraft routing algorithm” in response 
to disruption of flights. It uses a combination of a traditional genetic algorithm with a 
multi-objective optimization method, attempting to optimize objective functions 
involving flight connections, flight swaps, total flight delay time and ground turn-
around times. According to the authors “(…) the proposed method has demonstrated 
the ability to solve the dynamic and complex problem of airline disruption 
management”. As in other approaches, the authors do use the delay time in the 
objective functions trying to minimize the delays for all aircrafts and flights. Although 
there are other differences regarding our approach, the main one is that we emphasize 
the role of the airport trying to minimize the difference between the real and schedule 
plan of the airline at each airport. 
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Crew Recovery: In Abdelgahny et al. [1] the flight crew recovery problem for an 
airline with a hub-and-spoke network structure is addressed. The paper details and 
sub-divides the recovery problem into four categories: misplacement problems, rest 
problems, duty problems, and unassigned problems. The proposed model is an 
assignment model with side constraints. Due to the stepwise approach, the proposed 
solution is sub-optimal. According to the authors the tool is able to “solve for the 
most efficient crew recovery plan with least deviation from originally planned 
schedule”. The major drawback is that it only includes one resource (crew) and does 
not consider the passenger dimension. 

Integrated Recovery: Bratu et al. [4] presents two models that considers aircraft 
and crew recovery and through the objective function focuses on passenger recovery. 
They include delay costs that capture relevant hotel costs and ticket costs if 
passengers are recovered by other airlines. The objective is to minimize jointly airline 
operating costs and estimated passenger delay and disruption costs. According to the 
authors, “(…) decisions from our models can potentially reduce passenger arrival 
delays (…) without increasing operating costs”. The main difference regarding our 
approach is that we emphasize the role of the airport trying to minimize the difference 
between the real and schedule plan of the airline at each airport. Castro and Oliveira 
[6] present a Multi-Agent System (MAS) to solve airline operations problems, using 
specialized agents in each of the three usual dimensions of this problem: crew, aircraft 
and passengers. The authors only use operational costs on the decision process 
ignoring if the AOCC is near the original schedule or not. 

Other Application Domains: Agents and multi-agent systems have been applied 
both to other problems in air transportation domain and in other application domains. 
A brief and incomplete list of such applications follows. Tumer and Agogino [14] 
developed a multi-agent algorithm for traffic flow management. Wolfe et al. [15] uses 
agents to compare routing selection strategies in collaborative traffic flow 
management. For ATC Tower operations, Jonker et al. [9] have also proposed the use 
of multi-agent systems. As a last example, a multi-agent system for the integrated 
dynamic scheduling of steel production has been proposed by Ouelhadj [13]. 

3   Airport Peaks, Airline Schedule and Operations Performance 

According to Ashford et al. [2] there are four ways of describing variations in demand 
level with time: 
1. Annual variation over time. 
2. Monthly peaks within a particular year. 
3. Daily peaks within a particular month or week. 
4. Hourly peaks within a particular day. 
 

The first one is very important from the viewpoint of planning and provision of 
facilities. For our work, we concentrate on monthly, daily and hourly peaks, because 
these are the ones that have more impact on day-to-day operations of the airports and 
airlines. The goal of airport operators is to spread demand more evenly over the 
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operating day in order to decrease the costs associated with running the airport at peak 
times, avoiding, as much as possible, situations like the one presented in Figure 1.  

On the other hand, airlines are looking to maximize fleet utilization and offer 
flights in more attractive slots. Additionally, airlines that operate in a hub-and-spoke, 
due to the characteristics of such an operation, want to minimize the total travel time 
and, for that, they need to rapidly connect the passengers that are arriving from long-
haul flights to short-haul flights and vice-versa. 

 

 

Fig. 1. Hourly variations of passenger traffic in a typical peak day (Source: BAA plc.) 

As it is possible to see in Figure 2 this type of network makes airline companies to 
schedule waves, that is, a high number of aircrafts arriving or departing at the hub in a 
short time interval.  

 

 

Fig. 2. Schedule structure of the Alitalia hub in Milan (MXP). (Source: [7]) 

Given the difference between the goal of the airport operator and the goal of the 
airline, there is, therefore, “a potential conflict between the airline satisfying its 
customer, the passenger, and the airport attempting to influence the demands of its 
customer, the airline” [2]. Because of that, it is important that airport operators and 
airlines cooperate regarding the flight schedule definition. 
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International Air Transport Association (IATA) has developed a general policy in 
scheduling so that, at some airports with official limitations, general government 
authorities carry out the coordination. From our own personal knowledge of the air 
transportation business as well as according to Ashford et al. [2], it is much more 
common the situation where the airlines establish themselves an agreed schedule 
through the mechanism of airport coordinator. The largest or national carrier of the 
airport, assumes the role of airport coordinator (TAP in Lisbon, Lufthansa in 
Frankfurt and BA in Heathrow, for example) and at semi-annual IATA scheduling 
conferences, they are able to set an agreed schedule for the airports they represent. As 
we stated before, the Airline Scheduling Process takes into consideration the agreed 
schedule. The goal of that process is to create an airline schedule that is optimal in 
regard to a given objective, usually operating profit [8], that is, minimum costs and 
maximum revenues. To operate according to the schedule is not an easy task. Airline 
companies face a lot of unexpected events during the operations of their flights [11]. 
However a good disruption management process should exist to minimize the impact 
of the unexpected events and, according to Yu [16] return to the original schedule as 
soon as possible1. For that, the AOCC should take decisions when solving disruptions 
that tend to the original schedule. We propose to measure the performance of 
AOCC’s according to Equation 1. 

 

 

(1) 

We might say that if ρ->0 (tends to) then the real operation of the airline is running 
near the original schedule contributing to improve the performance of the airport 
during peak times. At the same time, we might say that the AOCC is contributing to 
minimize the real operational costs. In the next section we present the multi-agent 
system (MAS) we have developed to help the AOCC. The MAS uses the performance 
criteria above (Equation 1) and, also, other criteria related with operational costs. 

4   System Architecture and Specification 

System overview: This section presents the architecture and specification of the 
multi-agent system (MAS) we have developed for the airline operations control centre 
(AOCC). Figure 3 shows one instance of the architecture of the system. There are 
seven types of agents: 

                                                           
1 Assuming the original schedule as the optimal one. 
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− Monitor, which monitors the operation of the airline company.  
− EventType, which defines the types of events that must be detected. 
− ResolutionManager, which receives a problem and manages the resolution in 

cooperation with the specialist agents. 
− SimmAnneal and HillClimb, specialist agents responsible for the resolution of a 

problem, using simulated annealing and hill climb algorithms, respectively. 
− Supervisor, the agent that interacts with the human supervisor, showing the 

solutions proposed and requesting authorization to apply them. 
− ApplySolution, the agent that is responsible to apply the solution in the 

environment. 
Figure 3 shows also the existence of a data store, which has information about the 

airline company operations. The data store is accessed by the Monitor, Specialist and 
ApplySolution agent. The communication between the agents is done through the 
JADE system [3] and the data is passed between agents as serializable Java objects. 

 

Fig. 3.  Overall architecture of the Multi-Agent System 

Airline Schedule and Actual Operational Plan Definition: In a simplified 
version of an airline schedule, we may say that it is composed of flights and the 
resources necessary to perform those flights (aircraft and crewmembers), in a specific 
period. The AOCC typically takes control of the airline operational plan some 
hours/days before the operation of a flight until some hours/days after. We can define 
the airline schedule plan S as: 

 

(2) 
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Similarly, the actual operational plan R can be defined as:  

 
(3) 

In the case of Equation 3 the components reflect the actual data as opposed to the 
schedule data in S (the airline schedule plan). 

Problem Specification: When agent Monitoring detects a problem that needs to be 
solved, a problem is raised and a solution is requested (through a Fipa-Request2 
protocol) from the ResolutionManager agent. Equation 4 represents the problem. 

 

(4) 

For example: crewmember 231, delayed 10 minutes for flight TP438, departing 
from Lisbon would be represented as problem: 
 
p{tp438,lis,0715}=(001,09/07/01-0715,crew delay,231,10,problem,3,0,0,s{tp438,lis,0715}). 
 
At this stage, the Monitoring agent only adds to the Problem, information related with 
the operational plan time window that should be involved in the resolution process. In 
the example above, each specialist agent only considers flights between 04:15 and 
10:15 of day 09/07/01 (09/07/01 07:15 ± 3 hours).  

Resolution Manager: Agent ResolutionManager responds to the request from 
Monitoring agent, issuing a RFP to the specialist agents SimmAnneal and HillClimb 
and adding to the Problem the bid deadline and the deadline to receive candidate 
solutions  (for example, bdp

{tp438,lis,0715}=1 and csdp{tp438,lis,0715}=5). At this level a Fipa-
Contract.net protocol is used to negotiate with the specialist agents. The specialist 
agents interested to respond to the RFP, should manifest that intention before the bid 
deadline. The specialist agents have a limited amount of time to find a candidate 
solution that is represented by csdp

{ tp438,lis,0715} in p{tp438,lis,0715} (example above). The 
first step of the specialist agents is to obtain the flights that are in the time window of 
the problem, represented by twp

{ tp438,lis,0715}. The set FT{p}  represents these initial 

                                                           
2 http://www.fipa.org 
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flights and will be the initial solution of the problem. The crewmembers and aircraft 
exchanges are made between flights of FT{p} . Finally, when a candidate solution is 
found, the specialist agents send it to the ResolutionManager agent. Equation 5 
defines a candidate solution. 

 

(5) 

A representation of a candidate solution for the example problem above could be: 
 
ps{001}=(1200,959,{flights},{crewmembers},r{tp438,lis,0715}). 

 
For each and all candidate solutions agent ResolutionManager calculates the AOCC 
Performance ρ, using Equation 1. The candidate solution with the minimum value of 
ρ will be the one that it is sent to the Supervisor for approval. 

Solution generation and evaluation: The generation of a new solution, by the 
specialist agents HillClimb and SimmAnneal, is made by finding a successor that 
distances itself to the current solution by one unit, that is, the successor is obtained by 
one, and only one, of the following operations: 
− Swap two aircrafts between flights that belong to the flights that are in the time 

window of the problem. 
− Swap two crewmembers between flights that belong to the flights that are in the 

time window of the problem. 
− Swap an aircraft that belongs to the flights that are in the time windows of the 

problem with an aircraft that that is not being used. 
− Swap a crewmember of a flight that belongs to the flights that are in the time 

window of the problem with a crewmember that isn’t on duty, but is on standby. 
 
When choosing the first element (crewmember or aircraft) to swap, there are two 

possibilities:  
− Choose randomly  
− Choose an element that is delayed. 

 
This choice is made based on the probability of choosing an element that is late, 

which was given a value of 0.9, so that the algorithms can proceed faster to good 
solutions (exchanges are highly penalized, so choosing an element that is not late 
probably won’t reduce the cost, as a possible saving by choosing a less costly element 
probably won’t compensate the penalization associated with the exchange). If the 
decision is to exchange an element that is delayed, the list of flights will be examined 
and the first delayed element is chosen. If the decision is to choose randomly, then a 
random flight is picked, and a crewmember or the aircraft is chosen, depending on the 
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probability of choosing a crewmember, which was given a value of 0.85. When 
choosing the second element that is going to swap with the first, there are two 
possibilities:  
− Swap between elements of flights. 
− Swap between an element of a flight and an element that isn’t on duty. 

 
This choice is made based on the probability of choosing a swap between elements 

of flights, which was given a value of 0.5. The evaluation of the solution is done by 
an objective function that measures four types of costs: 
− The costs with crewmembers. Those costs take into consideration the amount that 

has to be paid to the crewmember (depends on the duration of the flight), and the 
base of the crewmember (for instance, assign a crewmember from Oporto to a 
flight departing from Lisbon has an associated cost that would not be present if the 
crewmember’s base was Lisbon). 

− The costs with aircrafts. Those costs take into consideration the amount that has to 
be spent on the aircraft (depends on the duration of the flight), and the base where 
the flight actually is. 

− The penalization for exchanging elements. 
− The penalization for delayed elements. The cost associated with this aspect is the 

highest, because the goal is to have no delayed elements. 
 

These types of costs are taken into account in Equation 6: 

 (6) 

 
Where 

 

(7) 

 

(8) 

exW was given a value of 1000, and dlW a value of 20000.  
 
Regarding the agent that implements a Simmulated Annealing algorithm [10], there 

is a probability that a new solution is selected even if the cost is not smaller than the 
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previous one. Our agent has used the following values for calculating this probability: 
α=0.8, T=10 and T updated every N iterations (N=2). 

5   Scenario and Experiments 

Scenario: To evaluate our approach we have setup the same scenario used by the 
authors in [6] that include 3 operational bases (A, B and C). Each base, corresponding 
to a different airport, includes their crewmembers each one with a specific roster. 
Airport B is the Hub of the airline. In this small experiment it is included 15 flights, 
36 crewmembers and 4 aircrafts. After setting-up the scenario we found the solutions 
for each crew event using our system (running only once). After that, the AOCC 
performance for each method was calculated according to Equation 1 and considering 
a one month period. As a final step, the solutions found by our system were presented 
to AOCC users to be validated regarding feasibility and correctness. 

Results: Table 1 presents the results that compare our method (method B) with the 
one used by Castro and Oliveira [6]. From the results obtained we can see that method 
B increased 1.38 times the performance of the AOCC. As we stated in section 3, if the 
AOCC performance tends to zero it means that the airline is operating (in terms of 
flight departure and arrivals times) more according to the airline schedule and, 
because of the relation that exist between airline schedule and airport peaks (as we 
explained in section 3), it means that the airline contributes also to a better passenger 
flow at the airports. From Table 1 we see that performance of AOCC in our method 
(B) is closer to zero than previous method.  

Regarding the performance in each airport, our approach improved the 
performance of the AOCC in airport A and B by 2 and 1.75 times, respectively. For 
airport C the performance is the same of previous method. Another important result is 
the total costs. Our method is 23% less expensive than the previous one. 

Table 1. Comparison of the results 

  Method A Method B A/B 
 Flights ρ  ρ   
Global  180  130  1.38 
- Airport A 3 40  20  2.00 
      (0-13h) 1 30  20   
      (13-20h) 2 10  0   
      (20-24h) 0   0   
- Airport B 7 70  40  1.75 
      (0-13h) 2 10  10   
      (13-20h) 4 50  30   
      (20-24h) 1 10  0   
- Airport C 5 70  70  0.00 
      (0-13h) 3 20  15   
      (13-20h) 2 50  55   
      (20-24h) 0 0  0   
       
Total costs  11628  8912  -23% 
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6   Discussion and Conclusions 

In this paper we proposed a way of evaluating the performance of the AOCC that 
takes into consideration the relation that exists between the airport peaks (airport 
capacity) and the airline schedule. 

We have implemented a MAS that represents the roles in the AOCC and that 
solves the unexpected problems that usually happens on airline operations. Our MAS 
is able to take decisions taking into consideration the AOCC performance as well as 
the airline operational costs. Preliminary results show that it is possible to contribute 
to minimize the airports peaks without increasing the airline operational costs. 
However, due to the probabilistic nature of the simulated annealing algorithm and due 
to the fact that we have run our system only once to get the results, we cannot 
generalize the results presented here. Another conclusion that we are able to take from 
the results in Table 1, is that it would be important to collect the reason that caused 
the flight/crew delay, i.e., due to weather conditions, ATC and/or airport restrictions, 
aircraft malfunction, etc. This information would help to understand some of the 
results. For example, it could help to understand why the performance on airport C is 
the same as the one obtained by the previous method.  

We also point out that these results, per se, do not mean that we are able to solve 
all the airport peak problems in a specific airport. The airport peak problems are the 
result of the passenger flow that is generated by several airline schedules that operate 
at the airport. It would be necessary that all airlines implemented a similar system to 
reach to such a conclusion. However, in the airports where an airline has a hub-and-
spoke network, the majority of the passenger flow is generated by a single airline 
company. In those cases, our approach could contribute significantly to minimize the 
airport peak problems. 

Finally, our MAS is an integrated system that automates much of the disruption 
management process, from the monitoring of the operation of the company in its 
several bases, to the detection of events and the resolution of the problems 
encountered. Additionally, our MAS is oriented to the future: its distributed nature 
and the fact that it is based on agents that are specialists in solving problems easily 
allows the insertion into the system of new agents that solve new kinds of problems 
that were identified in the meantime, or that resolve the current types of problems 
using different methods. It is thus a truly scalable solution, prepared to sustain the 
growth of the airline company. Although the goals have been achieved, it is important 
to consider a number of improvements that could be made on future developments, 
and that could enrich it. In terms of the algorithms used to solve the problems, other 
meta-heuristics can be implemented, as well as methods based in the area of 
operational research. The fact that this is a distributed system means that there is no 
theoretical limit to the number of agents that try to solve, at the same time, the same 
problem. It is also important to collect more data and run the system several times to 
get more conclusive and generic results. 

 
Acknowledgments. The first author is supported by FCT (Fundação para a Ciência e 
Tecnologia) under research grant SFRH/BD/44109/2008. The authors are grateful to 
TAP Portugal for allowing the use of real data from the company. 



14 A.J.M. Castro et al. 

References 

1. Abdelgahny, A., Ekollu, G., Narisimhan, R., and Abdelgahny, K.: A Proactive Crew 
Recovery Decision Support Tool for Commercial Airlines during Irregular Operations. 
Annals of Operations Research, 127:309-331 (2004). 

2. Ashford, N., Stanton, H., and Moore, C.: Airport Operations. Second Edition, McGraw-Hill, 
ISBN: 978-0-07-003077-0 (1997). 

3. Bellifemine, F., Caire, G., Trucco, T., and Rimassa, G.: JADE Programmer’s Guide. JADE 
3.3 TILab S.p.A. (2004). 

4. Bratu, S., and Barhhart, C.: Flight Operations Recovery: New Approaches Considering 
Passenger Recovery. Journal of Scheduling 9(3):279-298 (2006). 

5. Clausen, J., Larsen, A., and Larsen, J.: Disruption Management in the Airline Industry – 
Concepts, Models and Methods. Technical Report, 2005-01, Informatics and Mathematical 
Modeling, Technical University of Denmark, DTU (2005). 

6. Castro, A.J.M., and Oliveira, E.: Using Specialized Agents in a Distributed MAS to Solve 
Airline Operations Problems: a Case Study. Proceedings of IAT 2007 (Intelligent Agent 
Technology Conference), pp. 473-476, Silicon Valley, California, USA 2-5 November 2007, 
IEEE Computer Society, ISBN: 0-7695-3027-3. 

7. Danesi, A.: Measuring airline hub timetable coordination and connectivity: definition of a 
new index and application to a sample of European hubs. European Transport 34, pp. 54-74 
(2006). 

8. Grosche, T.: Computational Intelligence in Integrated Airline Scheduling. Studies in 
Computational Intelligence 173, Springer-Verlag Berlin Heidelberg, ISBN: 978-3-540-
89886-3 (2009). 

9. Jonker, G., Meyer, J.J., and Dignum, F.: Towards a Market Mechanism for Airport Traffic 
Control, 12th Portuguese Conference on Artificial Intelligence (EPIA 2005), Covilhã, 
Portugal (2005). 

10.Kirkpatrick, S., Gelatt, C.D., and Vecchi, M.P.: Optimization by Simulated Annealing. 
Science, New Series, Vol. 220, No. 4598, pp. 671-680 (May 13, 1983). 

11. Kohl, N., Larsen, A., Larsen, J., Ross, A., and Tiourline, S.: Airline Disruption Management 
– Perspectives, Experiences and Outlook. Technical Report, CRTR-0407, Carmen Research 
(2004). 

12. Liu, T., Jeng, C., and Chang, Y.: Disruption Management of an Inequality-Based Multi-
Fleet Airline Schedule by a Multi-Objective Genetic Algorithm, Transportation Planning 
and Technology, Vol. 31, No. 6, pp. 613-639 (2008). 

13.Ouelhadj, D.: A Multi-Agent System for the Integrated Dynamic Scheduling of Steel 
Production, Ph.D. dissertation, The University of Nottingham, School of Computer Science 
and Information Technology, England (2003). 

14.Tumer, K., and Agogino, A.: Distributed Agent-Based Air Traffic Flow Management, 6th 
International Joint Conference on Autonomous Agents and Multiagent Systems (AAMAS 
2007), Honolulu, Hawaii (2007). 

15.Wolfe, S. R., Jarvis, P. A., Enomoto, F. Y., and Sierhuis, M.: Comparing Route Selection 
Strategies in Collaborative Traffic Flow Management., Proceedings of IAT 2007 (Intelligent 
Agent Technology Conference), Silicon Valley, California, USA 2-5 November 2007, IEEE 
Computer Society, ISBN: 0-7695-3027-3 (2007). 

16. Yu, G., and Qi, X.: Disruption Management: Framework, Models and Applications. World 
Scientific Publishing Co. Pte. Ltd, ISBN: 981-256-017-3 (2004) 

 



Prediction of Congested Traffic on the Critical
Density Point using Machine Learning and

Decentralised Collaborating Sensors

Wouter Labeeuw1, Kurt Driessens2, Danny Weyns2, Tom Holvoet2, Geert
Deconinck1

1 Departement of Electrical Engineering,
{wouter.labeeuw,geert.deconinck}@esat.kuleuven.be

2 Department of Computer Science,
{kurt.driessens,danny.weyns,tom.holvoet}@cs.kuleuven.be

Katholieke Universiteit Leuven, Belgium

Abstract. In this paper we discuss short term traffic congestion predic-
tion, more specifically, prediction of the sudden speed drop when traffic
resides at the critical density point. We approach this problem using
standard machine learning techniques combining information from mul-
tiple sensors measuring density and average velocity. The model used
for prediction is learned offline. Our goal is to implement (and possibly
update) the predictive model in a multi-agent system, where coupled
with each sensor, there is an agent that monitors the condition of traffic,
starts to collect data from other sensors located nearby when necessary
and is able to predict local sudden speed drops so that drivers can be
warned ahead of time. We evaluate Gaussian processes, support vector
machines and decision trees not only limited to predictive accuracy, but
also the suitability of the learned model in the setup as described above,
i.e., keeping in mind that we want the warning system to be decentralized
and want to ensure scalability and robustness.

Keywords: road traffic, short term velocity drop prediction, critical
density, machine learning, multi-agent system

1 Introduction

The bulk of existing work on traffic prediction focuses on density [7, 1] and
occupancy [16] prediction. The systems that use these predictions are employed
to traffic management purposes [5].

In this paper, we focus on short-term predictions of traffic velocity instead.
Our goal is to design a distributed system that can predict the sudden, local
drop of speed that marks the start of congested traffic. If local predictions can
be made with sufficient accuracy, we can warn oncoming traffic of the expected
trouble ahead of time. Specifically, we are interested in the question: “Can we
predict local future velocity drops at the critical density point in a decentralized
way?”
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The critical density point is the density at which the behavior of traffic is
least predictable. Traffic flow can be distinguished into regimes [15]: free-flow,
capacity-flow, congested, stop and go and jammed traffic. In free-flow traffic, ve-
hicles can travel freely at their desired speed. When more and more vehicles join
in, free-flow traffic gets denser until it reaches the capacity-flow, i.e., the maxi-
mum number of vehicles able to maintain free-flow traffic. The border between
capacity-flow and congested traffic is the critical density point and is situated
around 25 vehicles per kilometer per lane [20]. In this paper, a practical attempt
to predict the future velocity at this transition point is made using standard ma-
chine learning algorithms. The experimental setup consists of sensors and agents
that try to predict the future average velocity within their own range, using self
collected data and data from the surrounding sensors. The experiments are build
upon traffic simulation software [17] in which an intelligent driver model realis-
tically directs the behavior of the individual vehicles [18] and use the machine
learning suite Weka [21] for the machine learning components.

2 Predicting traffic congestion

Figure 1 represents the average velocity in meters per second as measured by
a sensor over time and illustrates the prediction task we focus on in this work.
The plot of the average velocity will be slightly different for sensors at different
locations, but the sudden drops look similar in each plot. We consider the sudden
drop to be the most useful information to predict, since it can be used to notify
drivers of an upcoming dangerous situation. If drivers can be notified 1 km
in advance that a strong reduction in speed is expected, it could significantly
lower the probability of an accident happening due to distractions or a loss in
concentration. Note that we focus on the region where the velocity stays more
or less constant until the drop. The area indicated by B represents stop and go
waves. Once traffic is in a stop and go wave, it will stay in a stop and go wave
if the density does not drop drastically. The backpropagation of such a wave is
easier to predict and has been handled in previous work [18]. In this work, we
will focus on predicting the transition from A to B when, from the view of the
driver, the congestion is hardest to anticipate.

The Dutch traffic information service divides traffic congestion into three
subclasses: slow traffic (min 25 km/h and max 50 km/h for minimum 2km),
stationary traffic (max 20 km/h) and a combination of both [9]. The chosen
cut off point for the velocity is 7 m/s, which more or less equals 25 km/h. The
vertical line in figure 1 indicates the time of this drop below 7 m/s.

We will approach this problem using supervised machine learning. Supervised
machine learning builds predictive models using labelled training examples. This
model can then be used to make predictions about the labels of previously unseen
examples. The task of our learning problem is: “Given data from a local sensor
and its surrounding sensors, learn a model that correctly predicts the velocity
drop”. For this feasibility study, we use the Weka tool [21], which implements a
number of different machine learning algorithms.
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2.1 Setup

The setup for the experimental study is reasonably simple. We used Treibers
software [17] to simulate a ring road with an average speed and density sensor
every kilometer. The range of each sensor was set to 350 m as is standard for
traffic cameras [10]. A ring road was chosen, because it models a straight road
with infinite history which is long enough to get congested traffic. Figure 2
illustrates the used setup. While this setup represents only an initial study, it
allows us to illustrate a number of important issues. Learning data was collected
by taking a snapshot of sensory information 4 times each second. To this snapshot
we added the local average velocity as measured a fixed time t into the future.
Different values of t were tried as will be discussed later.

2.2 Predicting numerical velocity

In a first step, we try to predict the future velocity using a regression algorithm,
i.e., a learning algorithm that predicts a real value as an outcome. The learning
algorithm we use was Gaussian processes with a radial basis function (RBF)
kernel. Gaussian processes represent a strong baseline for regression [8]. Non-
linear kernels, such as the RBF kernel, perform well when dealing with a large
number of learning instances with a relatively low number of features [6, 3].
In short, Gaussian processes implement a non-parametric Bayesian technique.
Bayesian regression techniques assume a prior distribution over the function
hypothesis space (usually over the parameter vector defining the function) and
calculate a posterior distribution using Bayes rule and the available learning
data. Instead of assuming a prior over the parameter vectors, Gaussian processes
assume a prior over the target function itself. We refer to [14] for a more elaborate
discussion of the workings of Gaussian processes

As the covariance function required by Gaussian processes, we use a RBF
kernel defined as K(xi, xj) = exp(−γ||xi − xj ||2) (illustrated as K(xi, xj) =
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exp(−γr2) in figure 3) [6]. The γ parameter controls the width of the kernel and
thereby the amount of generalization used by the Gaussian processes. Higher γ
values result in less generalisation. A small search over the γ of the RBF showed
that γ equalling 1 gave better correlation results over other values. The correla-
tion is an indication in how much two coeffients are related to each other. In this
case how the predicted values and the actual values relate. All other learning
experiments with Gaussian processes will use this value for the γ parameter.

Gaussian processes also allow specification of a measurement noise level. The
way the sensors measure velocity as the average speed of passing traffic, gives
rise to a natural measurement noise level, i.e., the standard deviation of the
measured velocities.

Since we are trying to make predictions about the transition between free
flow traffic and congested traffic, we need to collect data from both the A and
the B region of Figure 1. Since we don’t want to predict stop and go traffic, the
amount of data from region B must be limited. Figure 4 shows how collecting
more data after the transition influences the measured correlation. More data
collected after the transition raises the prediction correlation. If data is collected
for a time period longer then 30 seconds, the measured data originates from the
B area which seems easier to predict. In this view, a collection time close to but
below 30 seconds (the lowest studied prediction time) seems to be a good choice.

To test the need for a MAS approach in our sensor system, we first compared
correlation results of using data from only the local sensor to data collected
from a total of nine surrounding sensors (local, plus 4 sensors before and 4
sensors behind the target point). The training examples contain the velocity
and the density from the participation sensors and the future velocity as the
label to be predicted. Table 1 shows that (not surprisingly) using information
from multiple sensors gives better correlation results than information from only
the local sensor, which supports the need for multi-sensor cooperation in this
type of prediction task. The gain of using multiple sensors ranges from small at



Prediction of Congested Traffic on the Critical Density Point 19

a prediction time of 30 seconds, i.e. when predicting what the measured velocity
will be 30 seconds in the future, to substantial when the prediction time increases.

Table 1. Correlation results

Pred. time 1 camera 9 cameras

30 0.81954 0.84855
60 0.68813 0.78329
120 0.43739 0.73997

Table 2. History

Pred. time ∆t = 0 ∆t 6= 0

30 0.84855 0.85594
45 0.79709 0.82672
60 0.78329 0.80898
90 0.75415 0.79424
120 0.73997 0.78293

As measured velocity is sequential data where trends in the measurements
might be highly informative we also investigated the predictive gain of past
measurements or “sensory history”. Using data from ∆t time ago together with
current measurements gives rise to better correlation results than using current
information alone. Tests show that the exact value of ∆t is of less importance.
The correlation results are similar for ∆t ranging from 5 to 30 (averaged in
Table 2) and significantly better than the results of using no history (∆t = 0
in the table). The higher the prediction time, the bigger the gain from using a
history.

Figure 5 shows a detailed plot of real future velocities (x-axis) versus pre-
dicted velocities (y-axis) for a prediction time of 60 seconds and ∆t = 10. Data
was collected until 25 seconds after the velocity drop. Area C at the top right
shows a high correlation between real and predicted at high velocities. These are
the recorded velocities before the transition, when traffic is still in free-flow. After
the velocity suddenly drops, the model has more difficulties to make correct pre-
dictions. In area A and B, representing stationary and slow traffic respectively,
future velocities are often predicted too high.

While using Gaussian processes delivers reasonable predictive results they do
present a different difficulty. The learned model is large and consumes a large
amount of memory and when making predictions, the model has to perform a lot
of computations. This makes the model less suitable for agent purposes. Other
regression techniques are expected to, at best, deliver only comparable results.

2.3 Predicting classified velocity

Since regression turns out to be hard, we study the use of classification for our
congestion prediction problem. Classification is concerned with the prediction
of nominal labels instead of numeric ones. In our problem, we consider three
different types of traffic, and thus three possible labels: stationary, congested
and normal traffic. These types are based upon the Dutch traffic information
service. Stationary means speed below 7 m/s, congested is below 14 m/s, normal
traffic is above 14 m/s. These are also the areas marked in figure 5.
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Fig. 5. Predicted velocity versus actual future velocity

The performance of the model will be examined by following quality evalua-
tors: [21]

Accuracy is the overall probability that the model makes a correct prediction.
Recall is the percentage of actual positive instances that are predicted as posi-

tive, also called the true positive rate. In our traffic warning system, this will
indicate the percentage of velocity drops that are predicted as such.

Precision is the percentage of positive predictions that are real positive in-
stances. In our warning system, this gives an indication of the number of
false alarms, i.e., precision = 1−(% of false alarms).

Since we are dealing with a 3-class prediction problem, we define a positive
prediction to be a correctly classified instance, meaning e.g. ‘normal’ has been
classified as ‘normal’ and a negative prediction as a wrongly classified prediction,
meaning e.g. ‘congested’ has been classified as either ‘normal’ or ‘slowdown’.

Support Vector Machines In a first step we used a classification approach,
very related to the Gaussian processes used for regression before: support vec-
tor machines (SVM). In short, SVM’s classify examples using a linear decision
boundary. In most cases, linear decision boundaries are not expressive enough
to separate examples from different classes and therefor SVM’s use a non-linear
transformation on the input space to a new, high-dimensional, space. This way,
a linear model in the new space can be a non-linear decision boundary in the
original space [4]. The algorithm we used for training the SVM is Sequential Min-
imal Optimisation (SMO). SMO is very fast with linear kernels and reasonably
fast with non-linear kernels. The memory footage grows linear with the training
set, which means large training sets are possible [11]. For the input space trans-
formation, we again used an RBF-kernel. To determine the best values for the
parameters C (SMO) and γ (RBF) we again performed a grid search. C = 10
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and γ = 1 gave the best results and all following experiments were preformed
using these values.

Table 3 shows the influence of history on the evaluators. While recall is
hardly influenced by adding history, it does make a difference for the accuracy
and precision of the model. When no history is used (∆t = 0 in the Table), the
results are somewhat worse than with the use of history. Since again the results
for various values of ∆t 6= 0 are similar, Table 3 shows averaged evaluation
values.

Table 3. SVM: impact of the use of history

∆t = 0 ∆t 6= 0

Pred. time Accuracy Recall Precision Accuracy Recall Precision

30 93.050 98.714 95.664 93.618 98.641 96.417
45 92.116 98.621 94.163 92.553 98.216 95.459
60 90.517 98.518 92.695 91.481 97.942 94.527
90 88.605 97.395 92.035 90.088 97.501 93.562
120 86.402 97.091 89.810 88.433 97.398 91.917

The model learned by SMO is small enough to be implemented into simple
agents. The size ranges from 200 kB to 1 MB. One problem with using SVMs in
an application as critical as traffic warning systems is that the learned model is
pretty much a black box, and that it is next to impossible to interpret its decision
strategies. More importantly however, the true positive rate on congested and
slowdown are quite low. For example with a prediction time equal to 60 and
history ∆t = 10, the true positive rate for the prediction of normal traffic is
99.6 %, while the true positive rate for congested traffic is only 55.6 % and for
slowdown only 17.6 %. While SMO is quite good at predicting normal traffic,
it has significantly more difficulties with congested traffic and performs even
worse on slowdown. Since these are exactly the conditions our warning system
is looking for, this will not do.

Decision Trees To alleviate both problems indicated above, we tried decision
trees on the same classification problem. Decision trees are a machine learning
technique that employs a “Divide and Conquer” approach [12]. Decision Trees
can easily be converted into rules and thus, the decisions they make can be in-
terpreted and checked by a human, which is an advantage in critical applications
such as traffic control.

We used the Weka variant of the C4.5 algorithm [13] as a decision tree learner.
C4.5 has been a benchmark algorithm for a long time. In Weka, the algorithm is
implemented as J48 [21]. Test results show that sensory history doesn’t influence
the quality evaluators significantly. Table 4 shows the results for different pre-
diction times. Not surprisingly, the predictive performance drops with increase
prediction time.
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Table 4. DT: results

Pred. time Accuracy Recall Precision Rules

30 91.648 97.625 95.368 68.235
45 90.129 96.346 94.532 87.520
60 88.928 95.755 93.796 100.24
90 86.316 94.435 92.283 124.52
120 83.970 91.195 89.112 144.82

The results are close to those obtained using the support vector machine.
Using only a reasonably small number of rules (indicated in Table 4) the model
performs comparable to the more computation intensive SVM model. However,
with respect to the precision for the important classes, i.e. congested and slow-
down, decision trees actually perform better. Using a prediction time equal to
60 and ∆t = 10 as as before, the true positive rate for ‘normal’ is slightly worse
than the results of SMO: 95.8% but those for ‘congested’ traffic and ‘slowdown’
actually improve significantly. Congested traffic has a true positive rate of 75.1%
and slowdown of 53.4%. This means that fewer incorrect warnings will be given
using decision trees than using the SVM model. An extract of the tree build for
this test is shown below:
PrevVelocity4 <= 13.141108
| PrevVelocity5 <= 17.9016
| | PrevVelocity3 <= 9.702755
| | | PrevVelocity1 <= 15.582357
| | | | PrevVelocity1 <= 12.889484: slowdown
| | | | PrevVelocity1 > 12.889484: normal
| | | PrevVelocity1 > 15.582357: congested
| | PrevVelocity3 > 9.702755
| | | PrevVelocity4 <= 12.566312: congested
| | | PrevVelocity4 > 12.566312
| | | | PrevDensity0 <= 85.714286
| | | | | PrevDensity3 <= 45.714286: congested
| | | | | PrevDensity3 > 45.714286: slowdown
...

3 Feasibility study

We want to make scalability and robustness important design criteria for our
congestion warning system and therefor approach it as a distributed multi-agents
system. In a first, simple design, each agent of the multi-agent system consists of a
sensor, a repository and a decision maker. The sensor collects the necessary traffic
information for prediction purposes and stores it into the agent’s repository.
The decision maker periodically checks the repository. When a certain density is
encountered, the decision maker also collects information from other neighboring
agents. The decision maker predicts the traffic speed state within the near future
using the machine learned model, the data in the repository and the data received
from the other agents. This decentralized approach ensures scalability. Adding
more agents with the same machine learned model is easier than adjusting a
central decision controller. There is no single point of failure. One failing agent
will at most influence its eight neighboring agents.
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3.1 Practical approach

We have evaluated the multi-agent system approach in a simulation setting [17].
In this simulation, the sensors which represent the sensory part of the agents are
modeled as virtual camera’s. The camera’s are placed equidistant at 1 km from
each other and their range is 350 m.

Street

Network

scheduler

decission maker

communication unit

Agent

repository

perception

Fig. 6. Camera structure

The agent architecture can be found on Figure 6. The perception unit (the
virtual camera) collects information from the street and calculates the density
and intensity. This information is stored into the repository. The scheduler pe-
riodically stimulates the camera to take a snapshot, perform calculations and
store the results. The decision maker checks the stored data in the repository.
If the density is within the critical density, the decision maker will request the
data from the neighboring agents. The collected data is then presented at the
machine learned model, in order to predict the future velocity. The collection of
data from the other agents, happens through the communication unit.

The repository stores and keeps history of the density and intensity measured
by the perception unit. It also stores the neighboring agents. This neighbor in-
formation is useful for the decision maker. It ensures the data from the correct
neighbors is collected. The neighboring agents are found using a bootstrap pro-
cess. When the camera starts up, the camera broadcasts its existence and asks
for other cameras within its range. The scheduler periodically stimulates the
repository to check the correctness of the position of the relevant neighbors.

The number of agents is limited by the bandwidth of the communication net-
work. If all agents would request specific neighbor information at the same time,
it could overload the network. Alternatively, all information could be broadcasted
and logged at each agent, but this would undo the local view of the agents.

3.2 Placing the model (and learner) inside the agent

The learned model from section 2 is part of the decision maker. The type of
information requests to the neighboring agents will depend on the model, e.g.,
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some models need historical data while others don’t. For prediction purposes,
Weka itself can be included. Switching models is easy in this approach, since it
only requires the loading of a different model. The disadvantage is that Weka is
somewhat big to be included inside an agent. Decision trees, for example, can
easily be converted to rules and implemented inside the decision maker. Weka
straightforwardly supports the generation of rules (java code) from the learned
decision trees. The advantage of including Weka as part of the agent is that the
prediction model could be adapted online as discussed in future work.

4 Related work

Related work on traffic and congestion prediction is quite extensive and a large
scale overview is well beyond the extend of this paper. A lot of existing work
focuses on long term predictions, such as the work by Yasdi [22], that predicts the
density on weekly, daily and hourly basis through the use of a neural network.
The goal of the predictions is use them to reroute traffic to keep the density on
the roads below the critical point and avoid congestion formation completely.
The decisions are made at a central point. In contrast, we focus on short term
predictions of the average velocity on a short road segment in a distributed
system.

Abdulhai et al. [1] try to predict the density within minimum 30 seconds
an maximum 15 minutes, also using a neural network. The used densities all lie
within free flow boundaries. The results show that the farther into the future
one tries to predict, the more the neural network tends to predict the average
density. The data is collected from 9 loop detector stations and the prediction
is done centralized.

A very different approach for the prediction of congested traffic is an ant
based system [2]. Every vehicle leaves a trail of pheromones, based on the traffic
information. In this setup, vehicles themselves are able to predict congestion
from the information of preceding cars. The density and velocity aren’t measured
directly but predicted through the accumulation of virtual pheromones.

Huisken et al. [7] compare time series analysis (ARMA) and neural networks
(MLF) performance in predicting congestion through density estimation on a rel-
atively short-term time scale (5 - 15 minutes) and conclude that neural networks
gave the best results.

Taylor et al [16] try to predict the volume and the occupancy of traffic using
a multilayer perception network. The prediction happens one minute in advance
on data from 6am until 9am during weekday’s. The performance of prediction
is tested using the mean squared error. The neural network seems to perform
quite well.

In contrast to all related work discussed above, we predict actual short term
velocity drops when traffic is at the critical density point, instead of estimating
density related values.
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5 Conclusions

In this paper, we evaluated the use of machine learning techniques for the predic-
tion of the average velocity of traffic at the critical density point. The machine
learning models were trained using data from multiple cameras. The models were
evaluated on their correctness and interpretability. Decision Trees gave the best
results in both.

The warning system itself was designed as a multi-agent system. The agents
contain the learned model, check their environment using a camera view for
critical densities and when traffic resides at the critical density point, start to
collect data from other cameras and use the learned model for short term velocity
or congestion predictions. The model will trigger an alarm when congestion
eminent and warn upcoming drivers that traffic is slowing down. These alarms
and models can hopefully be used to lessen the occurrence of stop and go traffic.

In the current setup, failure of an agent influences the predictive capacities
of the neighboring agents. To increase robustness, probability nodes instead of
decision nodes can be used inside the decision tree when decision critical data is
unavailable. Instead of deciding which path to take based on the (unavailable)
data, the probability of the missing condition can be used to combine the de-
cisions made by the child branches. This would mean that failure of one agent
does not imply that eight other agents are also unable to make any predictions.

The proposed structure should be tested on real traffic data instead of simula-
tion data. Considering that the simulator implements realistic driving behaviors,
we expect at least some of our conclusion to carry to the real world.

Another interesting next step is letting the agents change their environment
by warning drivers or implementing some speed limitations. Changing the en-
vironment will automatically cause the learned models to become wrong, rais-
ing the need for online learning. By integrating the machine learning algorithm
within the agents, the model can be optimized online to account for local road
specifics. Utgoff [19] presented an algorithm for incremental decision tree learn-
ing. Since agents collect data at the critical density point for prediction no extra
communication overhead is caused to collect online training data.
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Abstract. The concept of intelligent transportation has been devised about a 
couple of decades ago and still presents many challenging issues to be 
addressed so as it can be implemented to its full potential. In this paper we 
emphasise characteristics such as being user-centred and service oriented to 
support an important facet of future urban transportation: being ubiquitous. 
Instead of seeing ubiquitous transportation as a completely different paradigm, 
we discuss on the characteristics that actually turn ITS inherently ubiquitous.  

Keywords: ubiquitous computing, ambient intelligence, intelligent 
transportation systems. 

1   Introduction 

With the growth of population in major urban areas and the accelerated increase in 
number of cars, traffic is becoming generically chaotic. The problem of congestions, 
differently from what many might think, not only affects the day-to-day life of 
citizens but also has a great impact on business and economic activities. These issues 
therefore generate less income, affecting the sustainable growth of cities throughout 
the world. 

Considering current problems of traffic management, control and planning, 
especially fearing the consequences of their medium and long term effects, both 
practitioners and the scientific communities have strived to tackle congestion in large 
urban networks. Research has been carried out basically towards the design and 
specification of future transport solutions featuring autonomy, putting the user in the 
centre of all concerns and largely oriented to services. Such efforts were eventually to 
culminate in the emergence of the concept of Intelligent Transportation Systems 
(ITS), basically relying on a distributed and advanced communication infrastructure 
favouring interaction in virtually all level, from users to services, vehicles to vehicles, 
vehicles to infrastructure, and so forth. Interoperability and integration are crucial in 
this scenario. More futuristic though is the perspective in which users will play rather 
a passive role and be taken off the whole process, which will ultimately be managed 
by the system only, to which autonomous driving is expected to be an important 
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ingredient. Although this view may seem quite hypothetical, it is capable to stimulate 
and foster much advancement in a wide spectrum of multidisciplinary fields, from 
engineering and computer science to sociology and urban planning and design. 

In this work we basically recall many of the different aspects involved in the 
original definition of ITS and identify potential applications of the ubiquitous 
computing concept (sometimes hereafter referred to as ubicomp). Instead of defining 
a novel perspective for what has been recently coined Ubiquitous Transportation 
Systems (UTS), we prefer to see ITS from a ubiquitous perspective, emphasising 
those characteristics that actually turn ITS into ubiquitous systems. Therefore, ITS is 
inherently ubiquitous! Besides ubiquity, pervasiveness, ambient awareness and 
intelligence are equally addressed as complementary and conceptually related 
technologies. Many issues and interesting question marks rise in this context, 
stimulating different streams for further research, some of which are also discussed. 

Following this brief motivation of the topic, the remaining of this paper is 
organised as follows. In the next section, we discuss on requirements for future urban 
transport so as it is possible for us to better understand why the whole bunch of 
technologies presented later on are important. Those are then presented and briefly 
discussed in the following section. Ubiquitous transportation is then presented in the 
fourth section, finally followed by some remarks, conclusions drawn and suggestions 
for future work. 

2   Future Urban Transport 

Persons and goods are transported for centuries, which have turned transport into an 
essential part of any economy based on trade. Basically, transport systems are 
intended to take both people and other goods from certain points to one or more 
destinations, accounting for users’ needs, efficiency, and low cost as well. These 
systems have become rather complex and extremely large, being geographically and 
functionally distributed, both in that respecting structure and management. 

Contemporary transportation systems have experienced three major revolutions 
throughout their existence. The first one came with the introduction of 
electromagnetic communication, allowing for a network of information that enabled 
greater integration of the system to exchange information more quickly and 
efficiently. The second great revolution started with the advent of digital systems 
delivering lower cost services. Then computers started playing an imperative role in 
transportation, improving efficiency of traffic control and coordination, as well as 
transport planning. Centralised traffic coordination started as well playing a major 
role in network design and management. Albeit centralised decision systems can be 
very efficient in theory, their performance is quite dependent on scale. In other words, 
they work proportionally to the number of unities processed by the system, becoming 
many times very slow and therefore lacking efficiency. Such a limitation poses 
serious problems and present undesirable consequences. As transportation systems are 
becoming very large, both in terms of structure and dimension, the whole process of 
acquiring information from all sources, processing the essential data and providing 
adequate responses timely is rather a very arduous task. This is especially more 
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complex due to real-time constraints and the presence of heterogeneous participating 
entities. 

Finally, the third great revolution in transport became evident with the advent of 
what has been coined Intelligent Transportation Systems (ITS). Now the user is a 
central aspect of transportation systems, forcing architectures to become adaptable 
and accessible by different means so as to meet different requirements and a wide 
range of purposes. Integration is then crucial! This novel scenario has been motivating 
and challenging practitioners and the scientific community and suggested a 
completely new decentralised perspective of processes. On the other hand, 
discussions are still fostered by current ambitions to the Future Urban Transport 
systems (FUT), even more conscious in terms of environment, accessibility, equality, 
security, and sustainability of resources. Some of the main features of today’s 
intelligent transportation, to mention a few, are as follows. 

Automated computation is an important requirement of ITS. Future transport 
systems must make decisions automatically, analysing input information and acting 
accordingly, triggering coordinated actions to improve system performance. Demand 
for flexibility and freedom of choice is another important aspect on the user’s side. 
The current lack of flexibility in transportation systems limits their potential to users, 
especially in that concerning personalised services, which is a major target for 
criticism by many users. ITS then should be open to flexibility, different options and 
diver choices, as well as personalised services. Also, accuracy is another important 
aspect, i.e. precise and up-to-date information must be delivered on a timely basis. 
Indeed, in transport systems that are generally classified as dynamic, errors and other 
failure situations are proportional to the accuracy of system reactions and responses to 
requested services. Therefore, latency should be reduced through distributed 
architectures for reducing response time. As transportation systems are greatly 
dependent on the network topology and other characteristics, intelligent 
infrastructures become fundamental. New communication technologies, including 
mobile, wireless and ad-hoc networks are improving infrastructures a great deal, 
enabling it to become an active and interactive part of the system. This is especially 
important for the implementation of the ambient transportation intelligence concept. 
A distributed architecture, accounting for asynchronous, control algorithms, 
coordination and management autonomous elements is undoubtedly one of the major 
currently researched areas of ITS. There are several requirements that must be 
satisfied, from user-centred to service-based functionalities, turning intelligent 
transportation into a complex, heterogeneous and intricate artificial society. Current 
research already considers that ITS architecture must explore distributed algorithms 
using exogenous information from various sources, making greater use of parallelism 
and asynchronous capacities of pro-active entities. These characteristics are essential 
to ITS, and suggest an enormous application potential of Distributed Artificial 
Intelligence (DAI) based solutions, especially Multi-Agent Systems (MAS) [1]. 

Accounting for the characteristics aforementioned, multi-agent systems have been 
greatly studied and applied in developing the concept of future transportation. 
Especially in the past couple of decades, a great deal of research work has been 
carried out in this area. Despite ITS geographical and functional distributed 
dependency, other concepts are also being devised and improved in such as huge 
research live laboratory, namely pervasive and ubiquitous computing, ambient 
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intelligence and service-oriented architectures, among many others. These concepts 
ultimately foster advance in many other areas so as to address issues that are 
flourishing around as ITS and FUT become a reality. Some of such issues include the 
identification and definition of heterogeneous autonomous entities, definition of the 
asynchronous nature of entities, as well as which aspect make them concurrent, 
definition of the adequate communication infrastructures, validation and proof of 
algorithms and models correctness, robustness, performance and stability. Of course 
this is far from being an exhaustive list and many other issues are still to arise in such 
a fascinating study area. 

3   Related Concepts and Technologies 

By the end of the last century, we have witnessed the emergence of a new vision for 
the role of electronic devices in people’s lives. Such a vision was firstly pointed out 
by Mark Weiser [2] and basically relied on the use of computer resources and 
provision of information and services to people whenever and wherever they were 
wished and needed. This novel concept was widely accepted, and during the past 
decade researchers applied it to built devices of various sizes, which started to 
become part of our daily lives. There was an enormous growth of these types of 
devices such as hand-held personal digital assistants (PDA), digital tablets, laptops, 
and wall-sized electronic whiteboards for a wide range of purposes. Indeed, coupling 
these devices with the ability of communicating with people and the surrounding 
environment in diverse ways actually contributed to the definition of the Ubiquitous 
Computing, or ubicomp for short. Nonetheless, this concept is not limited to 
communication or interface. Ubicomp is intended to go further beyond and was 
designed to specify the adequate infrastructure to provide people with a “24-by-7” 
information services, meaning users can access service providers 24 hours a day, 7 
days a week. This innovative perspective opens up a wide range of different interfaces 
yet unexplored, introducing a concept called everyday computing, which suggests that 
over time and the presence of ubiquitous environments, the system itself will create a 
routine of activities for people, without those who have program them. 

There are several fields of study involved in the concept of ubiquitous computing, 
ranging from the ability to miniaturise processing devices for discrete use in our daily 
activities, as well as the development of applications that can function as networks of 
groups for each individual. All these study initiatives have the common goal to 
develop, explore and extend the concept of ubiquitous computing to its maximum 
potential. Today we are just starting to understand the implications of continuous 
immersion in computation. The future will hold much more than constant availability 
of tools to assist with traditional, computer-based tasks; in the near future, we are 
going to “wear” computers that are going to track our actions and health and allow us 
better perform our activities. Not surprisingly, one of the application potential of 
ubicomp is within intelligent transportation systems of the future. Both practitioners 
and the scientific community agree that ITS can profit a lot from ubicomp. Next we 
discuss a bit further on the different concepts and technologies that are likely to take 
part in such forthcoming ubiquitous transportation world. 
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As for human-machine interfaces, ubiquitous computing has brought into evidence 
a new concept and way of interaction between humans and machines, sometimes 
referred to as “off the desktop” interaction environment [9]. This view assumes that 
interactions between humans and machines will much less be based on traditional 
interfaces, such as the keyboard, mouse, and display paradigm, and will foster 
interactions that are more natural to humans, such as speech, gestures and the use of 
objects of easy manipulation. These natural actions can and should be used as explicit 
or implicit input to ubiquitous systems. This new concept is being studied for a long 
time already, and advances have been reported to the point that some of these natural 
interfaces have been implemented in commercial systems, sometimes replacing the 
conventional interfaces. One of the advantages of these interfaces is the easy learning 
and intuitive use, just by imitating the natural ways of human interactions, thus 
enabling an easy transition and adaptation of users. 

The context-aware computing is derived from ubicomp in the sense it is one of the 
keys to ubiquitous environments, so that entities can interact with the environment in 
a comprehensive manner, obtaining information and adapting their behaviour to the 
current situation accordingly. According to [3], the importance of context to ubicomp 
is best explained through the so-called “five W’s”, as it is further discussed below. 

Context-awareness to work properly should know who is gathered together in the 
same room. This is important because the exchange of people with the conditions of 
the environment changes as well. Knowing what is being carried out by people is also 
imperative for the system to perceiving and interpreting human activities which are 
needed for the interaction with the environment to be completed. The where 
component of contextual awareness has actually been explored more than the other 
components in many different ways. Of particular interest, however, is coupling 
notion of “where” with other contextual information, such as “when.” Time is 
definitely a very important variable in such a perspective, so the when component is 
imperative as well, especially because it may qualify information with regard to time 
and relationships between situations that occurred in different instants, allowing the 
system to produce better and timely responses. Even more challenging than 
perceiving “what” someone does, is understanding why a person is doing that and the 
reasons that actually triggered the action. 

Service-oriented architectures (SOA) is a new in information systems and can be 
basically defined as a group of services that communicate with each other to better 
serve the end-user. To understand such a concept well, we need to define service, 
which can be seen as a specific implementation of a function and is able to access 
both data and resources [4]. So, the goal of SOA is to create an ad-hoc topology of 
application that users are allowed to string together pieces of the functionality, all this 
constructed on the base application provided by the system. 

Basically, the potentials of SOA have been analysed according to two points of 
view. Firstly, as for technical aspects, SOA-based architectures have many 
advantages, but some advantages are equally identified. One major advantage is that 
services are relatively open and accessible by any user or other services, as long as 
they are able to understand each other. This makes SOA pretty interesting to support 
services over the Internet, for instance. Among disadvantages, however, security and 
lack of testing and validated service models are important issues still to be addressed. 
Secondly, from the economic perspective, the possibilities are great as SOA-based 
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architectures provide the basis for new business opportunities and other similar 
investments, as well as for the customisation of current services making them 
adaptable to a new emergent dynamic demand [5]. 

In the last few decades, with the advent of the digital era and a change of 
orientation in systems architecture, users are brought to a central spot and services are 
devised to be autonomous and pro-active. In consequence, new paradigm called 
Ambient Intelligence (AmI) has emerged. 

AmI is defined as the ability of the environment to sense, adapt and respond to 
actions of persons and objects that inhabit its vicinity [10, 11]. To accomplish that in 
full, AmI’s philosophy requires some important characteristics. Devices and services 
must be embedded, in other words, they should be an inherent part to the environment 
itself. Indeed, in recent year, we have witnessed a trend towards the miniaturisation of 
electronic systems so as they can be easily embedded in other devices and spread out 
all over the environment. Also, systems must be context-aware, meaning they must be 
able to understand the presence of individuals, their interactions and objects that are 
around, and with that perception interpret their actions and needs. As users are central 
to this concept, services must be personalised, which feature assumes that the system 
can build up to converge with the immediate needs of a user. Such latter characteristic 
also implies that the system must be adaptive, in the sense it can adapt itself in 
response to users’ behaviours. Finally, AmI is intrinsically anticipatory, using its 
context-awareness to anticipate users’ preferences and intentions and to provide the 
adequate environment for users to enhance their expected outcomes. 

Ubiquitous and pervasive computing are two concepts generally dealt with 
indistinguishably, and they refer to various computer systems that can be part of a 
whole system (or be the system itself) that allows connection and interaction between 
various devices without the direct knowledge of humans who are using them. The two 
concepts were initially suggested in [2], nonetheless they present small and subtle 
differences. Indeed, according to the definition of Oxford’s Dictionary [6], ubiquitous 
means something which is present everywhere at anytime, and pervasive is an 
adjective denoting something that spreads itself on something. Thus, we can 
intuitively interpret these concepts differently in that a ubiquitous system is passive 
and expects users’ initiative to access services and information in it. On the contrary, 
pervasive systems are those that autonomously interfere while interacting with users, 
being pro-active and adaptive most of the time [12, 13]. 

4   Ubiquitous Transportation 

Several significant events that marked the history of humanity have been identified 
over time and are reflected in all activities of human societies. Of course, these 
include the evolution of transport means that have played a decisive role in 
suppressing frontiers between countries and bridging continents in what we call today 
a globalised world. At the end of the twentieth century, there were many revolutions 
in a very short period time, mainly due to electronics, information systems, and 
communication infrastructure. In the 60’s, main-frames began to be used, which were 
known by their large size and difficulty in maintaining the system operational. One 
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great achievement was, undoubtedly, the advent of the transistors age, with the 
increasing miniaturisation of electronic components and consequently the information 
systems and interfaces as well. With this new trend in computer infrastructure, new 
technologies started to appear in a very quick and increasing pace. 

One such technology that revolutionized our daily lives was the personal computer, 
first introduced by IBM in the early 80’s. Also, the popularisation of domestic 
computer desktops has fostered the industry yet considerably more. One of several 
possibilities that PC has brought was to make it easier to implement digital system 
relatively powerful to cope with a bunch of different tasks and quite affordable. One 
typical example of practical use of PC is today’s traffic control systems, to coordinate 
traffic lights in a more efficient way. Nonetheless, mobile communication is also 
reaching drivers and passengers in their vehicles, increasing even more the potential 
application of computer systems to transportation. Indeed, with the increase use of 
computers in a scale never before imagined, communication technologies and 
infrastructure also benefited of much advance in recent years. Urban scenarios, for 
instance, are witnessing the advance of ad-hoc vehicular networks (coined VANET) 
that make interoperation among transport components (both travellers and 
infrastructure) even more interactive and efficient. The Internet is now present in this 
mobile world, fostering applications of unforeseeable potential, not only to 
transportation management and control systems enabling real-time monitoring of 
traffic activities, but as well to traveller either on an individual or collective basis. 

Not surprisingly, the beginning of the new century brought with it the breaking of 
paradigms and the creation of new concepts, changing the main orientation of 
management systems, which typically were geared to operations. Today, however, we 
can identify a new focus on the clients (end-users), as well as their needs and well 
being. This has driven information system design to take into account user’s 
satisfaction as an imperative requirement that, on the other hand, demanded adaptive 
computer architectures. The concept of ubiquitous computing also shares such a view. 

This was actually the very first ambition of what was called Intelligent 
Transportation Systems, in mid 90’s. Therefore, ITS is also ubiquitous in nature and, 
for some reason, this very characteristics of today’s transportation systems have 
remained latent for quite a long time. Quite recently, however, the scientific 
community is recalling former objectives in ITS and, with today’s available 
technology, Ubiquitous Transportation Systems (UTS) are becoming a reality. It is 
equally desirable to notice that UTS is not actually a new concept of transportation, 
but rather is intrinsic to ITS. Most works basically report on the influences of mobile 
computing and communication on current available transportation systems. 
Nevertheless, the application potential of UTS is far more promising. Figure 1 is 
merely a superficial illustration of what the concept of UTS would be. As shown in 
the figure, the concepts of ITS and ubicomp were created almost at the same time and 
also the research development in both fields has followed quite the same pace over 
the last years. So, with the co-existence of both ITS and ubicomp, all elements were 
present and favourable to the advent of ubiquitous transportation systems. 
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Fig. 1. Historical development of transportation systems 

To illustrate this trend, Figure 2 depicts only the intersection areas in the 
framework of physical structure with the application of technologies for vehicle 
detection, data processing, communication and GIS/GPS, of ITS, as well as 
technologies related to wireless and mobile communication. However, if we apply the 
concept ubiquitous computing to the heart of ITS, there will be other things needing 
to be changed so that ITS is fully turned into UTS. One effect of such a natural 
evolution is the adaptation of services in ITS, which are currently process-based. In 
UTS, however, service-oriented architecture will be fully dynamic adaptable to the 
users’ needs. Thus, it is quite acceptable that there exist lots of aspects that must be 
studied for the perfect fusion of such two complimentary concepts. If they can be 
effectively coupled together, then a very powerful transportation system will emerge, 
with many possibilities of services, not only to transport companies and the market 
but also to the individual user. 

 

 

Fig. 2. Explaining how ITS and ubicomp are related to each other 

As initially stated in this paper, our goal is to view and analyse intelligent 
transportation systems from a ubiquitous computing point of view rather than 
proposing or working on a novel concept of ubiquitous transportation as implied in 
[7]. Indeed, origins of ITS suggest an infrastructure on the basis of all technological 
aspects discussed in the previous section, meaning users, services and infrastructure 
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can now interact as peers. Therefore, intelligent transportation systems are ubiquitous 
in nature. For the sake of simplicity, however, we refer to such perspective as 
ubiquitous transportation or UTS for short. The terminology is borrowed from [8], but 
instead of explaining a novel concept we are rather referring to an aspect inherent to 
ITS. 

Thus, in this section we establish a relationship between the concepts of ubiquitous 
computing and intelligent transportation. To understand such a correlation, we need to 
look back at the primordiums of ITS, when new guidelines were first drawn for the 
future transportation systems. Initially, it should be noted that forthcoming 
transportation systems would be drastically based on distributed systems and thus ITS 
and ubicomp shared common characteristics. 

Another important aspect endorsed by ITS is the full integration of users in all 
processes within the system, via static or mobile devices, prior to a certain journey or 
en-route, inside vehicles. For such an interaction to be effective and efficient, there 
should be a fully immersion of devices supported by an appropriate communication 
infrastructure, which would makes ITS naturally ubiquitous. This confluence, 
however, has been seen for some time as the emergence of new transport paradigm, 
namely the ubiquitous transportation systems (UTS). Nevertheless, there is no sharp 
boundaries between them two and both ITS and UTS can be dealt with 
indistinguishably. 

UTS can be better understood in the light of some ubicomp’s prominent features, 
which according to [8] has four key aspects. First, services must be present 
everywhere and anytime. Instead of carrying a device wherever someone goes, the 
device is either physically or virtually available everywhere to anyone. Second, it is 
not the device and its capabilities that actually matter but the environment. The real 
value of ubicomp lies in the fact that it is a comprehensive environment rather than a 
collection of services supplied by individual devices. Third, users are not conscious of 
devices being used. Thus, using a service does not require conscious awareness of the 
device, which allows the user to concentrate on the task at hand. Finally, services 
must be TPO-based (time, place, and occasion). This way, available services should 
match the prevailing situation and needs of users. 

 

Fig. 3. UTS properties 

Therefore, according to the features discussed above [8] it is possible to identify 
eight important properties of UTS, as depicted in Figure 3. Inward arrows illustrate 
UTS accessibility properties, such as anything, anybody, anytime, and anywhere. On 
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the other hand, outward arrows illustrate properties UTS should provide to users, such 
as transparency, togetherness, transcendence, and trustworthiness. These properties 
are also known as the 4A and the 4T of ubiquitous computing, and will be discussed a 
bit further in the context of intelligent transportation as follows. 

According to ITS original principles, transportation services should be accessible 
to anybody or anything, which might be any entity within the system, such as other 
services that carry out their tasks on autonomous bases. The system must also be 
accessible anytime and anywhere, meaning entities can find a service whenever and 
wherever it is deemed necessary. 

In that concerning ITS environment, services quality and integration, transportation 
systems should be trustworthy, i.e. maintain the privacy of users’ data at the same 
time accuracy and timing of services are preserved. Also, systems must be 
transparent to the users, meaning people should not need to be aware of the presence 
of components while using them. Boundaries between services should also be 
attenuated to the point users experiment a collective intelligence, with various 
components working together on a collaborative basis. As for transcendence, it 
represents the ability of the system to sense, diagnose and respond not only to the 
humanly recognisable transportation environment, but also to the humanly 
unrecognisable one, usually coined as extended reality. 

Albeit ubiquitous and pervasive computing are sometimes seen as synonyms, as 
new technologies and studies are quickly emerging autonomy is even more a reality 
turning ubiquitous transportation into pervasive systems in the sense previously 
mentioned. Rather than being simply available, pervasive transportation systems 
(PTS) play a more active role, influencing transit and seeking better solutions to 
quickly respond to situations that require an overview of the environment in an 
autonomous way. 

Ambient intelligence (AmI) is top autonomy level of intelligent transportation 
systems, encompassing both ubiquitous and pervasive properties. Thus, AmI implies a 
fully autonomous system, managing and controlling vehicles (and travellers, in a 
general sense) by sensing all parts of the transit environment. The path to this scenario 
is still a long way ahead, requiring multidisciplinary development, not restrict to 
devices but also in understanding human behaviour and applying advanced Artificial 
Intelligence techniques. Undoubtedly, this field emerges with great interest, 
challenging both scientific and practitioners’ communities. To better understand how 
these concepts have evolved and interacted over time, some basic scenarios are 
discussed below, as follows. 

As for ubiquitous transportation, it is perhaps the very next step towards the 
implementation of the original concept of ITS. Indeed, today’s technology already 
allows us to experience new properties and services that enhance traditional 
transportation. For instance, mobile communication allows a user to access and 
consult traffic conditions while she is still on the way to the car. Also, pedestrians 
may use multi-modal travel planners to compose better itineraries, encompassing 
buses, trams, suburban trains, walking and even cabs booked in advance. This is 
performed on demand, and the system is able to offer the best alternatives according 
to specific requirements, such as cost, expected travel time, or presence of given 
points of interest (PoI), e.g., drugstores, restaurants and gas stations. 
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In pervasive transportation systems, scenarios suggest a much more pro-active set 
of abilities. Some examples are already in use, whereas much of the benefits expected 
from such systems are still dreams to come true. For the former, we can mention 
situations in which emergency vehicles, e.g. ambulances, need to get to a particular 
place in a congested urban area. In these situations, control systems, aware of the 
emergency, collaborate by setting all traffic lights across the due itinerary to green, so 
as to avoid excessive waste of time at junctions. In the latter case, information 
systems are expected to play a more pro-active role, anticipating users’ needs and 
improving their daily schedule. For instance, as soon as a driver gets in the vehicle, 
the system might check the driver’s agenda and prepare the best itinerary accordingly, 
while setting the appropriate radio stations accounting for the user’s preferences. 
Many mobile information media would be integrated to deliver the necessary piece of 
information no matter the user is onboard, in the vehicle, or walking on the street, or 
at her desk at work. 

Transportation’s ambient intelligence, on the other hand, would certainly profit 
from a vast and effective sensors network. Albeit infrastructure and vehicular ad-hoc 
wireless networks (coined VANET) have been evolving steadily over the last few 
years, a fully intelligent transportation environment still poses many issues to be 
addressed. Such kind of system, for instance, would be able to handle accidents more 
effectively. In the event of an accident and if the environment itself were able to 
perceive and characterise it (e.g. identifying the degree and number of vehicles 
involved), the adequate means to address the situation would be deployed 
immediately without the need of one single person calling the emergency services, 
while re-routing other vehicles to avoid the accident site. Another potential 
application in urban public transport would include the automatic identification of 
demand. Let us suppose that for some reason the number of passengers waiting a bus 
service at a specific stop increased considerably. If the environment, featured with 
proper sensors and communication abilities, were able to identify the reason for such 
a transient increase in demand as well as to quantify the exceeding number of 
passengers, alternative transportation means or contingence services, by despatching 
additional vehicles into the active fleet, could be delivered accordingly. These 
scenarios might seem quite futuristic at first glance; nonetheless, they are quite 
feasible with today’s technology and will very likely make part of everyone’s daily 
lives in the near future. 

5   Conclusions 

Future urban transportation, regardless whether technology is available, motivates 
much research and development in a wide range of multidisciplinary fields. Safer, 
greener, sustainable and accessible-to-all transportation has never been closer to 
reality as today. Indeed, ITS as originally devised about a couple of decades ago put 
the user in the central spot, surrounded by a wide variety of services, some of which 
are already currently available. However, to become effectively ubiquitous, some 
efforts are needed to further develop concepts such as ambient intelligence, 
pervasiveness and autonomy of services. Whereas first discussions have suggested the 
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creation of a ubiquitous transportation paradigm, a deeper analysis of original ITS 
ideas actually corroborate our perspective that ITS is in fact inherently ubiquitous. 
Technology is becoming available day after day and it is just a matter of time for the 
full potential of ITS-based solutions to be recognised and effectively deployed. The 
next steps to follow include the specification of fully multi-agent based architecture of 
a ubiquitous transportation system, using the Gaia methodology [14], as well as a 
transportation ontology to support services specification.  
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Abstract. Autonomous vehicle navigation in urban road networks will
be possible in the future, making traveling yet another activity that does
not need the human intervention. In this paper we empirically evaluate
different policies to manage a reservation-based intersection, an infras-
tructure facility proposed by Dresner and Stone to regulate the transit
of vehicles through intersections. We evaluate two different scenarios, a
single intersection and a network of intersections, comparing the origi-
nal policy employed by Dresner and Stone in their work with 4 policies,
inspired by the adversarial queueing theory (AQT).

Keywords: autonomous vehicle, reservation-based intersection, control
policies, adversarial queueing theory

1 Introduction

The recent and promising advances in artificial intelligence and, particularly,
in multiagent system technology suggest that autonomous vehicle navigation in
urban road networks will be possible in the future. Safe and efficient urban auto-
mated guided vehicles (AGV) could make driving yet another activity that does
not need the human intervention. At the present time, cars can be equipped
with features such as cruise control [3] and autonomous steering [5]. Further-
more, there exist small-scale systems of AGVs, for example in factory transport
systems. If this trend holds, one day fully autonomous vehicles will populate
our road networks. In this case, given that the system will have a variable (and
possibly huge) number of vehicles and an open infrastructure, central control
such in today’s AGV systems [4] will be impossible.

To this respect, Dresner and Stone [2] introduced a minimally centralized
infrastructure facility that allows for the control of intersections. In their model,
an intersection is regulated by an intelligent agent (intersection manager) that
assigns reservations of space slots inside the intersection to each automated
guided vehicle intending to transit through the intersection. Such an approach
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ucation through projects “THOMAS” (TIN2006-14630-C03-02) and “AT” (CON-
SOLIDER CSD2007-0022, INGENIO 2010).
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has shown, in a simulated environment, several advantages, because it may dras-
tically reduce delays with respect to traffic light and it makes possible the use
of fine graned, vehicle-centric, control policies.

In the Dresner and Stone’s original work, the intersection manager applies
a simple first-come-first-served policy, evaluating the reservation requests in the
same order they are received by the intersection manager. Nevertheless, allowing
the intersection manager to evaluate a set of requests at the same time, it may
make more informed decisions so as to optimize the intersection throughput.
In this work, we make an empirical evaluation of different policies, inspired by
the adversarial queueing theory (AQT) [1], comparing them with the first-come-
first-served policy proposed by Dresner and Stone.

This paper is structured as follows: in section 2 we detail the Dresner and
Stone’s protocol that rules the interaction between the vehicles that want to cross
the intersection and the control facility; section 3 introduces the different policies
that can be applied for the processing of the reservation requests, evaluating
them in section 4; we discuss the experimental results in section 5; finally we
conclude in section 6.

2 Protocol

The reservation-based system proposed in [2] assumes the existence of two dif-
ferent kind of agents: intersection managers and driver agents. The intersection
manager controls an intersection and schedules the transit of each vehicle. The
driver agent is the entity that autonomously operates the vehicle.

Each driver agent, when approaching the intersection, contacts the intersec-
tion manager, sending a REQUEST message. The message contains the vehicle’s
ID, the arrival time, the arrival speed, the lane occupied by the vehicle in the
road link before the intersection and the type of turn. The intersection manager
simulates the vehicle’s transit through the intersection and informs the driver
agent whether its request has conflicts with the already confirmed reservations
or not. If the transit does not have conflicts with the confirmed reservations,
the intersection manager replies with a CONFIRMATION message, which im-
plies that the driver agent implicitly accepts the reservation parameters. On the
other hand, if the transit is not feasible, the intersection manager replies with a
REJECTION message.

The intersection manager also uses the reservation distance as a criterion
for filtering out reservation requests that could generate deadlock situations [2].
The reservation distance is approximated as va · (ta − t), where va is the arrival
speed of the vehicle, ta is the arrival time of the vehicle (both contained in the
REQUEST message), and t is the current time. For each lane i, the intersection
manager has a variable di, initialized to∞. For each reservation request r in lane
i, the intersection manager computes the reservation distance, d(r). If d(r) > di,
r is rejected. If, on the other hand, d(r) ≤ di, r is processed as normal. If r
is rejected after being processed as normal, di ← min( di, d(r) ). Otherwise,
di ← ∞. Although the use of the reservation distance does not guarantee that
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a vehicle only gets a reservation if all the vehicles in front of it already have a
reservation, it makes it more probable.

3 Reservation-based policies

In the intersection control mechanism proposed originally by Dresner and Stone,
the intersection manager processes the incoming requests with a first-come-first-
served policy (FCFS). This means that if two vehicles send requests that require
the same space-time in the intersection, the vehicle that sends the request first
will obtain the reservation. This policy in extreme case could result being quite
inefficient. Consider the case in which a set of n vehicles, v1, v2, . . . , vn, such
that v1’s request has conflicts with every other vehicle, but that v2, . . . , vn do
not have conflicts with one another. If v1 sends its request first, its reservation
will be granted and all other vehicles’ requests will be rejected. On the other
hand, if it sends its request last, the other n− 1 vehicles will have their requests
confirmed, whilst only v1 will have to wait.

Still, other policies for processing the requests, inspired by the research on
adversarial queueing theory (AQT), can be employed. The AQT [1] model has
been used in the latest years to study the stability and performance of packet-
switched networks. In this model, the arrival of packets to the network (i.e.,
the traffic pattern) is controlled by an adversary that defines, for each packet,
the place and time in which the packet joins the system. Each node in the
network has a reception buffer for every incoming edge, an output queue for
every outgoing edge, and a packet dispatcher that dispatches each incoming
packet into the corresponding output queue (or removed, if this is the final node
of the packet), using a specific policy. Under these assumptions, the stability of
the network system is studied, where stability is the property that at any time
the maximum number of packets present in the system is bounded by a constant
that may depend on system parameters.

The AQT model and the request processing of the reservation-based control
mechanism share some similarities. In the same way a packet dispatcher decides
which packet from the reception buffer will be dispatched to the corresponding
output queue, so an intersection manager may decide in which order to process
a set ot reservation requests, assigning priorities to requests accordingly with
its scheduling policy. Taking inspiration from the AQT model, we compared the
FCFS policy with 4 universally stable policies, namely longest-in-system (LIS),
shortest-in-system (SIS), farthest-to-go (FTG) and nearest-to-source (NTS). The
LIS policy gives priority to the request of the vehicle which earliest joined the
system. The SIS policy gives priority to the request of the vehicle which latest
joined the system. The FTG policy gives priority to the request of the vehicle
which still has to traverse the longest path until reaching its destination. The
NTS policy gives priority to the he request of the vehicle which is closest to its
origin, i.e., which has traversed the less portion of its whole route.
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Fig. 1. Scenario 1: single intersection

4 Experimental results

In order to implement the 4 policies, the REQUEST message sent to the in-
tersection manager must contain the necessary additional information: the time
stamp when the vehicle joined the system, i.e., when it started to travel, an
identifier of the origin location, and an identifier of the destination location.

We evaluated two different scenarios: i) a single intersection scenario (sec-
tion 4.1) and ii) a network of intersections scenario (section 4.2).

As baseline, we used an intersection regulated by traffic lights with 3 phases
(one per incoming road link) of 30 seconds each.

The experiments have been done using a custom, discrete-time, mesoscopic-
microscopic simulator. This simulator models the traffic flow on the roads at
mesoscopic level [7], where the dynamic of a vehicle is governed by the average
traffic density on the link it traverses rather than the behaviour of other vehicles
in the immediate neighbourhood as in microscopic models.

Since the mesoscopic model does not offer the necessary level of detail to
model a reservation-based intersection, when a vehicle enters an intersection its
dynamic switches into a microscopic, cellular-based, simulator, whose update
rules follow the Nagel-Schreckenberg [6] model. The cell size is set to 5 meters,
and for simplicity we assume that the vehicles cross the intersection at a constant
speed, so that any additional tuning of parameters, such as slowdown probability
or acceleration/deceleration factors, is not necessary.

4.1 Scenario 1: single intersection

In this scenario we simulate a single intersection with three road links of three
lanes each, that connect the origin set O = {O1, O2, O3} with the destination
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Table 1. Traffic demands for scenario 1

λ

1 5 10 15 20 25 30 35 40
total spawned vehicles 29 136 285 438 633 716 832 1063 1183

set D = {D1,D2,D3} (see figure 1). When a vehicle is spawned, we assign it an
origin oi ∈ O and a destination dj ∈ D, with i 6= j. We simulate different traffic
demands by varying the expected number of vehicles (λ) that, for every O-D
pair, are spawned in an interval of 60 seconds. We spawned vehicles for a total
time of 10 minutes. Table 1 summarizes the global traffic demands for different
values of λ.

The metrics we used to evaluate the performance of the different policies were
the average delay (sec.), the average queue time (sec.) and the average rejected
requests (% of sent requests).

The average delay measures the increase in travel time due to the presence
of the intersection (be it reservation-based or regulated by traffic lights). It is
measured running two types of simulation: in the first one, the intersection is
regulated by the control mechanism under evaluation and the vehicles must obey
the norms that the control mechanism imposes; in the second one, the vehicles
travel as if they could transit through the intersection unhindered. The difference
between the two average travel times gives us the average delay. Formally:∑

i∈V
(tif − ti0) −

∑
i∈V

(t̂if − t̂i0)

N

where V is the set of vehicles, N is the number of vehicles, tif and ti0 are
respectively the time when vehicle i arrives at its destination and when it leaves
its origin in the simulation with the intersection regulated by a control mech-
anism, while t̂if and t̂i0 are respectively the time when vehicle i arrives at its
destination and when it leaves its origin if we make the vehicles transit through
the intersection unhindered.

The average queue time is the time spent by the vehicles at the intersection
queue. Formally: ∑

i∈V
(tiqf
− tiq0

)

N

where tiqf
is the time when vehicle i leaves the queue of the intersection and

tiq0
is the time when it enters the queue of the intersection.
The average rejected requests is a metric that applies only to the reservation-

based policies, and is measured as the ratio between the rejected requests and
the sent requests. Formally:
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Fig. 2. Average delay Fig. 3. Average time in queue

∑
i∈V

ri/si

N

where ri is the number of rejected requests of vehicle i and si is the number
of requests sent by vehicle i.

Figure 2 plots the average delay for different traffic demands (λ ∈ [1, 40]).
When the traffic demand is low (λ ∈ [1, 15]), all the reservation-based policies
(FCFS, LIS, SIS, FTG, NTS) tend to behave in the same manner, reducing the
average delay of about the 65% with respect to traffic lights (TL). Still, when
the traffic demand reach a critical value (around λ = 30), the reservation-based
intersection performs worse than the traffic light intersection, with an increase of
the average delay between 24% and 50%. Among the reservation-based policies,
with high traffic densities the LIS policy is the best one (the increase of the
average delay with respect to traffic lights is “only” 24.65%), while the SIS policy
is the worst one (with an increase of 50.57%). The reservation-based intersection
outperforms a traffic light intersection particularly when the traffic demand is
below a certain threshold, because few requests are rejected and the majority of
vehicles can transit through the intersection without waiting for a green phase
such in traffic light intersections.

Although the experiments have been performed with a custom simulator
that is different from that used in [2], the above results seem consistent with the
results that we can find in [2]. In fact, in the original work by Dresner and Stone,
the reservation-based intersection with FCFS policy outperforms the traffic-light
intersection when the traffic density is in the range [0, 1] vehicles/sec, while the
authors didn’t gave any results for higher traffic demands. In our experiments,
the reservation-based intersection starts to perform worse than the traffic-light
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Fig. 4. Average rejected requests

when the expected number of vehicles (λ) is 30, or, given table 1, when the traffic
demand is 1.38 vehicles/sec, beyond the maximum value evaluated in [2].

Figure 3 plots the average time spent at the intersection queue. Here are
noticeable two very distinct dynamics. With a traffic light intersection, the time
spent by the vehicles at the intersection queue grows linearly and constantly with
the traffic demand. On the other hand, with a reservation-based intersection, the
queue time settles around about 7 seconds, independently of the policy in use.
This plot gives us an idea of the vehicle’s behaviour when approaching the two
different types of intersection. If the intersection is regulated by traffic lights,
the vehicle proceeds at the speed permitted by the traffic conditions and, once it
reaches the intersection, if the traffic light is red it enters the intersection queue.
In this way, the more the vehicles approaching the intersection, the longer the
waiting time at the intersection queue. With a reservation-based intersection the
dynamic of the vehicle approaching the intersection is different. If the vehicle
holds a valid reservation, it maintains its speed because it has safety guarantees
about its transit through the intersection. On the other hand, if it does not have
such reservation, it reduces its speed for safety reasons, and it keeps requesting a
reservation to the intersection manager. Thus the collective behaviour is a slower,
smoother, traffic flow through the intersection, with few time spent stuck at the
intersection.

Finally, we evaluated the reservation-based policies in terms of average re-
jected requests (as a percentage of the sent requests). Here with rejected request
we refer to a request that cannot be granted due to conflicts with the already
confirmed reservations. Figure 4 plots the results for the different traffic de-
mands under evaluation. With low traffic density, all the policies perform quite
similarly, and the rejected requests increase linearly with the number of vehicles
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Fig. 5. Scenario 2: network of intersections

approaching the intersection. When the traffic demand reaches a critical point
(around λ = 15), the rejected requests tend to decrease with the traffic demand.
The reason of this counterintuitive dynamic is the effect of the reservation dis-
tance. As the number of rejected requests increases, the reservation distance
tends to become smaller, because it is updated with the distance of the closest
vehicle whose request has been rejected. With high traffic density, the effect of
the reservation distance becomes predominant, filtering out the majority of the
reservation requests and processing only those of the nearest vehicles. Since less
requests are processed, less conflicts are detected, so that the average rejected
requests decrease.

4.2 Scenario 2: network of intersections

In this scenario we simulate an entire network of intersections (figure 5). We
defined several locations that serve as origins and destinations for the traffic
demand. The vehicles that commute from/to locations ∈ O = {O1, O2, O3, O4,
O5, O6, O7} form the traffic under evaluation. The vehicles that commute from/to
locations ∈ N = {N1, N2, N3, N4, N5, N6, N7, N8, N9, N10} serve to add “noise”
and to populate the network more realistically.
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We aimed at recreating a typical morning peak, with 2 different traffic de-
mands, namely low (3986 vehicles) and high (11601 vehicles).

The metrics we used to evaluate the performance of the different policies
for a given O-D pair (o, d), with o, d ∈ O, was the average delay per crossed
intersection (sec/intersection):∑

(o,d)∈OD
avgDelay(o, d)/intersections(o, d)

||OD||
where OD is the set of all the O-D pairs (o, d), avgDelay(o, d) is the average

delay of the given O-D pair, intersections(o, d) is the number of intersections of
the route from o to d, and ||OD|| is the number of O-D pairs in the set OD.

Low traffic demand. Table 2 shows the average delay per crossed intersec-
tion and the relative delay (made 100 the best policy). At first sight, it seems
confirmed that, as for scenario 1, the traffic light intersection is the intersection
policy that causes more delay for low traffic demand. This confirms the results of
scenario 1: the reservation-based intersection with a good policy takes advantage
of low traffic demands, reducing drastically the delay with respect to a traffic
lights intersection. With traffic lights, vehicles stop at the intersection even if
there are no vehicles on the road link with the green phase. On the other hand,
with a reservation-based intersection, few vehicles mean few reservations that
are rejected, so that the transit through the intersection speeds up.

The LIS policy is the policy that causes less delay, 6.68 seconds per inter-
section, about the 21% less than the FCFS. The traffic light intersection is the
worst one: a vehicle is delayed 38 seconds when it transits through each intersec-
tion it finds on its route, with respect to the 7−8 seconds of a reservation-based
intersection.

Still, it is noticeable how the traffic light intersection has a low standard
deviation with respect to its average delay. This is a desirable property from the
point of view of the quality of service of the system, which in this way does not
penalize nor favour excessively a specific O-D pair, introducing the same delay
for every trip through the network.

Table 2. Average delay per crossed intersection (low traffic demand)

Average delay (sec/intersection) stdev. Relative delay

TL 38.00 8.39 568.77
FCFS 8.13 7.43 121.64
LIS 6.68 5.63 100.00
SIS 7.63 5.68 114.24

FTG 7.12 5.58 106.56
NTS 7.65 5.35 114.44
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High traffic demand. Finally, we evaluated the reservation-based policies and
the traffic light intersection using a high traffic demand, with a total of 11601
vehicles traveling through the road network. To assess which policy is the best
one in reducing delays, we rely again on the average delay per crossed inter-
section (table 3). When the traffic demand is high, the traffic light intersection
(TL) turns out to be the best policy, with 194.38 seconds of delay per crossed
intersection. The reservation-based policies perform all slightly worse than the
traffic light intersection, with about 230 seconds of delay per crossed intersec-
tion. It is interesting to notice that also in this case the TL has the lowest
standard deviation, almost the half of the standard deviation of the best per-
forming reservation-based policy. This is a hint that as the demand increases,
the performance of a reservation-based intersection becomes more volatile: in
some part of the network it could speed up the transit through an intersection,
while in other parts it may slow down the transit even more than a traffic light,
which behaviour is, on the other hand, more predictable and stable.

Table 3. Average delay per crossed intersection (high traffic demand)

Average delay (sec/intersection) stdev. Relative delay

TL 194.38 95.72 100.00
FCFS 226.48 154.06 116.51
LIS 229.69 162.04 118.16
SIS 230.33 161.36 118.49

FTG 233.63 159.14 120.19
NTS 225.08 160.67 115.79

5 Discussion

In the experiments described in section 4.1 and 4.2 we evaluated the performance
of different policies that a reservation-based intersection manager can employ
to process the reservation requests that it receives. One (FCFS) is the policy
used in the original work by Dresner and Stone, the others (SIS, LIS, NTS,
FTG) are policies inspired by the theory of adversarial queueing. As baseline,
we used an intersection regulated by traffic lights (TL) with n phases (one per
incoming road link) of 30 seconds each. From the experimental results of scenario
1 (single intersection) and scenario 2 (network of intersections) we can conclude
the following:

The reservation-based intersection is suited for low-load situations.
As seen in the experimental results, the reservation-based intersection re-
duces drastically the average delay when the traffic demand is low. The
vehicles are able to transit through the intersection unhindered, they almost
do not stop at the intersections, and the allocation capacity of the inter-
section is maximized. Still, when the demand increases, the throughput of
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the reservation-based intersection becomes closer to that of a traffic light
intersection, and for high traffic demand it performs even worse than a traf-
fic light intersection. This is because a reservation-based intersection is less
robust than a traffic light and its performance is very sensitive to the traffic
demand. With many vehicles approaching the intersection, the correct ar-
rival time at the intersection becomes harder to estimate and more sensitive
to traffic variations, so that many confirmed requests are cancelled by the
vehicles, thus reducing the intersection throughput.

The reservation-based intersection produces a smoother traffic flow.
From the analysis done for scenario 1, we can conclude that a reservation-
based intersection affects the pattern of the traffic flow. Although the average
delay increases with the traffic density, the reservation-based intersection re-
duces drastically the time spent by the vehicles at the intersection queue,
especially in worst case situations: the queue time with high traffic demand
(λ ∈ [20, 40]) is reduced up to a 80% with the reservation-based intersection.
These two metrics suggest that a reservation-based intersection producing a
slower, smoother, flow through the intersection, with the vehicles spending
less time stuck at the intersection.

FCFS is the simplest policy but it is quite efficient. In spite of its sim-
ple behaviour, the FCFS does not perform much worse than the other, more
complex, policies. Thus, it can be considered the best choice, since it needs
less information: SIS and LIS need to know when the vehicle joined the sys-
tem, while NTS and FTG need the information about where the vehicles is
coming from and where is going to. This fact suggests also that probably we
cannot expect great improvements of the efficiency of a single intersection
using even more sophisticated policies than those evaluated in this paper.
Still, we remark the performnce of the LIS policy. As as shown in the above
experiments, it performs better than the FCFS in reducing delays and queue
time, especially in low-load situations, when the reservation-based intersec-
tion outperforms the traffic light intersection. Furthermore it can be imple-
mented with no much more effort with respect to the FCFS and the extra
information it needs cannot be manipulated by the driver agent. For exam-
ple, when the driver agent starts up, it has no time stamp, so the very first
reservation that it will request won’t have any time stamp. The intersection
manager, detecting that the request has no time stamp, could manage the
request with a default time stamp (e.g., the actual time) and then it could
“stamp” the driver agent with the actual time so that, for the rest of its trip,
it will provide a good approximation of the time when it joined the system.

6 Conclusions

Autonomous vehicle navigation in urban road networks will be possible in the
future. To this respect, Dresner and Stone introduced an infrastructure facility
that allows reservation-based control of intersection to regulate the transit of
vehicles. In this paper we evaluated different policies, inspired by the adversarial
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queueing theory, that can be employed by this kind of facility, comparing them
with the first-come-first-served policy used in the original work.

We showed that the reservation-based intersection is best suited for low-load
situations, compared with a traffic light intersection, generating a smoother traf-
fic flow with less time spent at the intersection queue. Furthermore, by empiri-
cal evaluation, we showed that, albeit simple, the first-come-first-served (FCFS)
policy is quite efficient. Still, some improvements can be obtained using the
longest-in-system (LIS) policy, which reduces delays and queue time more effec-
tively than the FCFS, especially in low-load situations.
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Abstract. The traditional representation of the populations used in evolutionary 
algorithms raises two types of problems: the loss of genetic diversity during the 
evolutionary process and evaluation of redundant individuals. In [11, 12] the 
authors propose a new formal model (PLATO) for multiset representation of 
individuals and their populations which applied to heuristic algorithms, 
minimizes the problems identified above. This paper presents a computational 
representation of populations based in multisets, and the adaptation of the 
genetic algorithm to deal with this type of representation, the Multiset Genetic 
Algorithm (MGA). A new operator called rescaling is developed as well as a 
metric to measure genetic diversity. The standard genetic algorithm is applied 
to some types of problems using the standard and the new type of populations 
and empirical results shows the genetic diversity is increased and the number of 
individuals evaluated is decreased as expected. 

Keywords: Multiset, Genetic Algorithms, Genetic Diversity, Population-Based Algorithms 

1   Introduction 

Evolutionary algorithms (EA) are stochastic methods that mimic the process of 
biological evolution and have become popular tools for search, optimization, machine 
learning and design problems [1]. When applying these algorithms to complex 
problems where the search space is complex the most frequent difficulty is the 
premature convergence of the algorithm due to the lack of genetic variety. Individuals 
with better fitness propagate their genes in successive generations leading to a 
premature convergence [2]. Genetic diversity is essential to the evolutionary process, 
and without it the EA stops at least good solutions especially in problems that have 
more than one solution (multi-modal optimization) or involve simultaneous 
objectives, multi-objective optimization. 

Several strategies have been proposed to maintain genetic diversity at different 
stages in the evolutionary process: Selection with weak pressure to fitness like 
uniform or tournament selection methods; Reproduction promoting the attraction 
between elements of different individuals or using other reproductive intelligent 
operators; Mutation with several adaptive operators; Substitution: promoting the 
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replacement of individuals with similar genotypes but better fitness [2, 3, 4, 5, 6, 7, 
21]. EA have revealed potential to reach good balances in order to find a good set of 
solutions with limited computational power. The maintenance of many good solutions 
in parallel is desirable and good algorithms have been developed for the clearing, 
clustering, crowding, fitness sharing and speciation [19]. 

The efficacy of the EA is directly related to the size of the population. However, in 
some applications, the evaluation of a large number of individuals is computationally 
expensive and delays the evolutionary process. To minimize this problem we find in 
literature some solutions: saving the objective value of individuals in the databases, 
estimating the ability of individuals using similar systems and prediction of fitness 
[9,10]. 

All strategies above are improvements to the original algorithm, which require the 
redefinition of the operators and all have an increased computational cost. In [11, 12], 
the authors introduce a new formal model using the concept of multiset for the 
representation of populations. This model allows the resolution of two problems listed 
above: maintaining the genetic diversity and avoiding superfluous evaluations. In [15] 
the authors show a software prototype, based in these ideas and applied to Genetic 
Algorithms (GA). This paper describes the adaptation of the GA to a multiset based 
population, also introducing a new operator called rescaling. This variant is called 
Multiset Genetic Algorithm (MGA). Empirical results show that the MGA produces 
higher genetic diversity and smaller number of evaluations than the same GA using 
simple population (SP). The diversity was calculated by two measures of genetic 
diversity. 

2   Multisets and Multipopulations 

A multiset is a collection of elements which may appear repeated. The number of 
times an element occurs in a multiset is called its multiplicity. The cardinality of a 
multiset is the sum of the multiplicities of its elements [13].  We can define a multiset 
as a set of ordered pairs <n,e> where n is the cardinality of the element e. In this 
definition the set {a,a,a,b,b,c} has an equivalent representation in multiset 
{<3,a>,<2,b>,<1,c>}. 

EAs are based on populations of individuals in the form of collections. In the 
traditional representation it is common to have repeated individuals within the 
population (Table 1). This can be efficiently represented by a multiset (Table 2). 
Multipopulations (MP) are populations where the individuals are represented by 
ordered pairs <n,g> where n is the number of copies of the genome g. To this ordered 
pair we call multiindividual (MI), and a MP is a set of MIs with number of copies 
greater than zero. The set of g in a MP is called the support of the MP. In case of 
Table 2 we have a support set with four elements (notice that all of them have 
different genotypes).  

Populations are dynamic collections where individuals are inserted, removed and 
searched. To implement MP we must redefine these three operations in the traditional 
data structure to support MI. 
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• Search - an MP is a set of individuals, grouped in MI, which can be 
indexed. The index of an individual is defined as a range from the sum of 
the multiplicity of all previous MI to this value added of the own 
multiplicity (Table 3). Searching an individual is searching one index in 
the population. This index is very important to maintain the equivalence 
between the MPs and the normal populations (SP) necessary for 
performance comparisons. 

 

Table 1.  Population with 8 individuals of 
the problem MaxOnes. 

Table 2.  Multi-Population equivalent of 
the population represented in Table 1. 

 
 
 

Table 3.  Indexing Multiindividuals in the Multipopulation of Table 2. 

Copies Genotype Fitness Indexes 
3 11111110 7 0,1,2 
2 11110000 4 3,4 
2 00001110 3 5,6 
1 00000010 1 7 

 
• Insert - when an individual is appended to the MP, the first operation is to 

check if there is already a MI with the same genotype; if true this 
operation increases the number of copies of the MI to incorporate the new 
individual, if false the individual is inserted in the population and the 
number of copies is one (Table 4). 

Table 4.  Append the individual “11111110” and “00000000” in the MP of the Table 3. 

Copies Genotype Fitness Indexes 
4 11111110 7 0,1,2,3 
2 11110000 4 4,5 
2 00001110 3 6,7 
1 00000010 1 8 
1 00000000 0 9 

Genotype Fitness 
11111110 7 
11111110 7 
11111110 7 
11110000 4 
11110000 4 
00001110 3 
00001110 3 
00000010 1 

Copies Genotype Fitness 
3 11111110 7 
2 11110000 4 
2 00001110 3 
1 00000010 1 
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• Remove – the elimination of an individual of one MP is done 
decrementing the number of copies of the MI. If the number of copies decays 
to zero, the MI is removed from the data structure (Table 5). 

Table 5.  Remove the individual at the index 7 (“00001110”) and the individual “00000010” 
(index 8) in the MP of the table 4. 

Copies Genotype Fitness Indexes 
4 11111110 7 0,1,2,3 
2 11110000 4 4,5 
1 00001110 3 6 
1 00000000 0 7 

 
Appending and removing individuals in the MP produces one search for the 
individual genotype into the MP, incrementing the computational complexity to the 
evolutionary process. To minimize this issue the data structures to support MP must 
be efficient in search, not only to select individuals, but also to add and remove them 
from the MP. Random access is another important aspect for the implementation of 
some genetic operators. 

Genetic Diversity 

Genetic diversity is based on the Hamming distance between individual genotypes. 
This measure between two bit strings returns the number of bits that are different in 
the genotype representations. By applying the same principle to the entire population 
we can calculate the Hamming distance of an individual in relation to the population 
as the sum of Hamming distances between it and all the other elements of the 
population. The genetic diversity of the population is given by the sum of Hamming 
distances of the individuals that compose it. We define a measure called the genetic 
diversity consisting on a normalized form of the Hamming distance for binary strings. 
It can be efficiently computed as 

( )i

l

i
i knk

ln
diversitygenetic −= ∑

=0
2

4
_ , 

(1) 

where l is the number of bits of each individual, ki the number of ones of the allele i in 
the population and n the population size. The maximum diversity is 1.0 when the 
percentage of alleles for each gene is 50%, and the minimum diversity is 0.0 when all 
genes have the same value. This measure produces similar results to pop_diversity 
[20] but is computationally more efficient and is normalized to interval [0, 1]. 

Different alleles 

The number of different alleles in the population is another diversity measure, which 
calculates the amount of genes that are not fixed in the population [14]. This metric 
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can measure the ability of a population to explore the search space through the 
recombination operator.  

The maximum diversity is obtained when the population has different alleles in all 
the genes and the minimum value is obtained when all the genes have the same value 
overall the population, which means all individuals are identical. 

Equation (2) shows the normalized form of the measure  

l

a
allelsdifferent

l

i
i∑

== 0_ , 

(2) 

where l is the number of bits of each individual and ai is zero if all the alleles of the 
gene i have the same value and one otherwise. 

3   Adaptation of the Genetic Algorithm to Multi-Populations  

The simple GA (SGA), when using the MP and the traditional operators, benefits 
automatically of the reduced number of evaluations and increased genetic diversity. 
The number of evaluations is decreased because they can evaluate many individuals 
at once (one multiindividual), and the genetic diversity of the population is increased 
because all the MI in the support set have different genotypes. 

The individuals with best fitness increase their number of copies in successive 
generations. If this number of copies is not controlled the benefits of the MP may be 
decreased due to the huge number of copies of the best individuals. We can adapt the 
common EA operators to this new representation, but a lighter intervention can be 
considered by just introducing a new operator. This will allow us to compare results 
of the SGA with the Multiset Genetic Algorithm (MGA). 

Rescaling 

To control the number of copies of the individuals we adapted the schema defined in 
[11, 12] and introduced a new operator in the genetic process: rescaling (Fig. 1). 
Rescaling is a population operator that changes the number of copies of a MI 
preventing it from taking over population. We divide the number of copies of each 
individual by a factor r and assign the num of copies to the smallest integer that is 
greater than the division. Fig. 2 shows the effect of the operator in a population of 128 
individuals of the problem Maxones over 250 generations. 

With the factor r equal to 1.0 the number of individuals grows in successive 
iteration. This is due to keep constant the number of MI in the population where the 
fittest individuals accumulate copies in the evolutionary process. Higher values of r 
stabilize the number of copies of good individuals. Experimental results show that the 
value of 1.5 to factor r it’s a good compromise between number of individuals and 
number of MI in the population. 
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Fig. 1 . Optimization Algorithms Operators 

In the first steps of the evolution the number of individuals increases more slowly 
because there is no individual with greater fitness than the others, and the number of 
copies is small. 

  

Fig. 2 Effect of rescaling in the number of individuals in the population. 

4   Empirical study 

In our empirical results we use the MUGA simulator [15] to show the effect of MP in 
the evolutionary process in comparison to SP. To measure the effect of the MP in the 
evolutionary process we use standard GA operators to evolve the two types of 
populations: SGA – GA that evolve simple population and MGA – GA that evolve 
multipopulations. The parameters of the GA are equal for the two types of models and 
are displayed in Table 8.  
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Table 8. Parameters used for SGA and MGA except rescaling (only in MGA). 

Population size 128 individuals or multiindividuals 
Mate population size 128 individuals  
Selection Binary tournament  
Combination Crossover 1-cut point, probability =75% 
Mutation Bitwise mutation with probability =1% 
Replacement Binary tournament with no reposition 
Rescaling Factor = 1.5 
Iterations 2500 generations 

 
We use three functions to investigate the effect of MP: Royal Road Function R1 [16], 
Knapsack [20] and MZ1 [18]. We perform 64 runs for each problem. In each one a 
new random population is generated and assigned to both MGA and SGA. The results 
presented below are the arithmetic means of the runs performed. 

Royal Road Function R1 

This function is designed to investigate, in detail, schema processing and 
recombination [16]. It uses a 64 bit string. It is unimodal and the search space is 
organized in steps with constant size.  

  

Fig. 3 - Average of number of optima found 
by generation. 

Fig. 4 - Average of value of best individual 
found by generation. 

This function has one maximum and it is hard to discover with no genetic diversity. 
MGA found the solution 90.6% of the runs and SGA found the optimal solution 7.8% 
of the runs (Fig. 3, Fig. 4 ). Fig. 5 and Fig. 6 show the population diversity (different 
alleles and genetic diversity). The diversity of the SGA is good because the 
population does not converge and there are many local maxima. MGA has a higher 
diversity, explained by the constant size of the support set. This genetic diversity in 
SP eventually generates the best solution but more iterations are necessary. If we take 
all tests up to 2500 generations we notice the number of evaluations in MGA (22700) 
is lower than in SGA (29500) (Fig. 7). The number of individuals in MGA stabilizes 
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in 166 after a few generations (Fig. 8). In the beginning of evolution the number of 
individuals increases because there are many local maxima with the same fitness. In 
each higher fitness plateau the number of local maxima decreases which leads to the 
stabilization of the number of individuals in a smaller value. 

 

  

Fig. 5 - Average of number of different alells 
of the population by generation. 

Fig. 6 - Average of genetic diversity by 
generation. 

  

Fig. 7 - Average of accumulated evaluations 
per generation. 

Fig. 8 - Average number of individuals by 
generation. 

Knapsack  

Knapsack is a well know NP-complete combinatorial optimization and we use it to 
show the effects in combinatorial optimization problems. We implement the problem 
presented in [20]. The maximum capacity is 50% of the total height and penalization 
is done by the linear function of [18]. 

Experimental results show that the problem has at least four maxima with the best 
value known of 1920:  

 00000111110100101100100101111010011010101111110111 
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Fig. 9 - Average of number of optima found 
by generation. 

Fig. 10 - Average of value of best individual 
found by generation. 

The MGA always found four optimum solutions (Fig. 9) and the SGA found one 
optimum 67.1% of the runs. In both simulations a good solution is found. The mean 
of the best values for SGA is 1915.4 and for MGA is 1920 (the best known) (Fig. 10). 

  

Fig. 11 - Average of number of different 
alleles of the population by generation. 

Fig. 12 - Average of genetic diversity by 
generation. 

The number of different alleles (Fig. 11) and genetic diversity (Fig. 12) in SGA 
converge to zero while in MGA they converge to a good ratio: 41.9% of different 
alleles and 18.7% of genetic diversity. This lack of genetic diversity explains the 
difficulty of SGA to find optimum solutions. The number of evaluations is 10.8% 
higher in SGA and the number of individuals in MGA stabilizes in 226. The higher 
number of individuals is explained by the number of the optima found by the MGA. 
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MZ1 

MZ1 [18, pp. 36] is a bidimensional function defined in a continuous space and we 
use it to show the effect of MP in numerical optimization based in real numbers coded 
in binary strings. The fitness function is described by equation 3. Variable x1 is 
defined in the interval -3.0 ≤ x1≤12.1 and coded by 18 bits and variable x2 is defined 
in the interval 4.1 ≤ x2≤5.8 and coded by 15 bits. 

)20sin()4sin(5.21),(1 222121 xxxxxxMZ ππ ++= . 

 

(3) 

  

Fig. 13 - Average of number of optima found 
by generation. 

Fig. 14 - Average of value of best individual 
found by generation. 

  

Fig. 15 - Average of number of different 
alleles of the population by generation 

Fig. 16 - Average of genetic diversity by 
generation 

We notice that the results of MGA in this problem are not as good as in the 
previous ones. Optimization of complex functions is difficult for SGA due to 
premature convergence of the population. In MGA we also notice premature 
convergence (Fig. 13 and Fig. 14), in spite of the constant population diversity (Fig. 
15 and Fig. 16). This is due to the fact that MGA converges to a local maximum and 
uses the genetic diversity to form a cluster around it. The number of individuals in the 
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MP stabilizes in 338, which is a high number resulting from many MI with similar 
high fitness. 

5   Conclusion 

In this paper we present an implementation of GA with populations represented by 
multisets, named Multiset Genetic Algorithm (MGA). This model introduces a new 
operator called Rescaling, to allow a comparison between MGA and the Simple 
Genetic Algorithm (SGA). We performed experiments to determine an adequate value 
for the division factor parameter of the new operator. A metric called genetic 
diversity, implementing in an efficient way a normalized Hamming distance was 
proposed to evaluate the performance of the different models. 

We conducted a series of tests in different problems, to determine the behavior of 
the MGA during the evolutionary process and to compare the results with the SGA. 
The number of evaluations in MGA is lower than in SGA in all the tests. MGA has 
the largest genetic diversity in all situations. This helped to reach the optimal solution 
in Royal Road Function R1 and to find and maintain different optimal solutions in the 
knapsack problem. MGA in MZ1 problem did not get results as significant as in the 
other problems, but showed some directions to follow in the future. The cluster 
around a local maximum takes the entire genetic diversity through bits with little 
significance to the global optimum. The concept of multiindividual (MI) can be 
redefined with the incorporation of metrics that allow a single MI to represents similar 
genotypes instead of a single one. Some metrics are being study and will be subject to 
investigation in the near future. 

This work presents the impact of MGA in a optimization process using 
conventional genetic operators. The standard genetic operators could be redefined, 
and new ones can be developed take to advantage of the number of copies of the MI. 
Some operators have already been adapted and are present in MUGA[15]. In the 
future they will be subjected to analytical treatment to determine their efficiency. 

The use of multipopulations involves a computational effort grouping individuals 
in a MI. Efficient data structures that support efficient search and random access to 
the individuals will be researched to minimize the computational effort. 

The results of the experiences reinforce our conviction that a multiset 
representation of the population is a powerful way to preserve genetic diversity, to 
avoid superfluous evaluations and, therefore, to significantly improve the 
performance of GA. 
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Abstract. We address the problem of finding the correct agents to in-
teract with from a general standpoint. We take the payoff obtained by
agents in any game with dilemma as an input to our model. Its output is
a probability distribution used in the partner selection that increasingly
favours cooperative agents. Our approach contrasts with others designed
for specific games without concerns of generality. We show both theo-
retically and experimentally that the major factor affecting cooperators
selecting only themselves is the agents’ strategies. This result does not
depend on game nature or the initial probability distribution.

1 Introduction

Models of reputation or the chance of punishing are typically models analysed in
situations where a dilemma is present. Reputation is used by agents as a measure
of how well one behaves, and thus leads to one agent being favoured in detriment
of others. Punishment is used as a method to discourage the proliferation of non-
cooperators [7]. These models are often used with concrete, but representative,
games [13, 2].

Such models are put forward to explain the prevaillance of cooperation in a
population of interacting agents. Typically such models assume that the agents
are laid in some lattice that restricts with whom an agent may interact [20].
Graphs are often used to describe such restrictions. Such graphs are also called
networks of contacts. There are also models that focus on which type of network
favours the development of cooperation [12].

The model that we present focuses on partner selection by agents. Our agents
are able to select with whom they wish to interact. This approach is often taken
on models of reputation [9, 18, 19, 7], where an agent maintains some vector that
classifies its potential partners. This vector is then used to pick up the most
promising partners.

We will consider that the only information an agent gets from an interaction
is its payoff. It does not know which actions were taken by its partners. This
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feature allows an agent to select its partners, only requiring knowledge about
the payoffs of whichever game is used for interaction.

The motivation of the model presented in this paper is to address the prob-
lem of how cooperative agents are able to survive in a population subject to
interaction constraints. There are several approaches to instill cooperative be-
haviour in a population of interacting agents. This is a topic of much research
in Game Theory (see for instance [6, 8, 5, 21, 1, 4, 8]), Sociology, Biology (see [16,
13, 3]), and Artificial Intelligence (see [9, 19, 22]), to name a few areas.

As we use Game Theory to model the interactions between agents, our model
makes direct use of the payoffs of a game in order to select the cooperative
partners. The model consists in a probability vector maintained by each agent
that in each position represents the probability of selecting an agent as a partner
to play a game.

Since the agent has to find the best partner, the algorithm can be compared to
a Cournot adjustment process [10] were players iteratively adjust their strategies
to their partner responses. In this paper, an agent strategy remains constant but
it adjusts its preferences towards more profitable or cooperative partners. Similar
approaches to partner selection have been tackled in [14] but they focused on
a specific game such as Prisoner’s Dilemma (PD). With the approach we now
propose, we are able to do partner selection in any situation capable of being
described as a game, and we are not limited to any particular game.

2 Definitions

We will use Game Theory as the tool to model interaction between agents. To
this end, we will consider that a population P of agents interacts accordingly to
the rules of some n-player game G. The game describes the strategies available
to players and the payoffs they obtain as a function of the strategies used. The
game has a n-dimensions strategy space S = S1×S2× . . .×Sn where agents can
draw a strategy si ∈ Si to play a game. The vector s = (s1, . . . sn) represents a
strategy profile of the n players involved in the game. The game also has n payoff
functions, ui : S→ R, with i ∈ {1, 2, . . . , n}. The payoff values are bounded and
belong to R. Let u be the lowest payoff and u be the highest payoff in game G.

Agents are composed of a strategy si ∈ Si. This means agents are charac-
terised by the role they play in game G. As an example, a game may model a
buyer/seller scenario. Generally speaking, the game is asymmetric. This means
the following condition is true:

∃i∃j : i 6= j =⇒ Si 6= Sj .

An agent to play a game G must select n− 1 agents of the appropriate role,
i.e. each one with a strategy sj with j 6= i. If the game is symmetric, then all
the strategy sets Si are equal.

We also aim at reaching a position where cooperative agents only interact
between themselves. As cooperative agents we define those that form a strategy
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profile that maximises the average payoff of the players. We define the payoff
obtained by such Pareto Optimal profile as follows:

uP = max
s

∑
i

ui(s)
n

.

As an example, in the Iterated Prisoner’s Dilemma (IPD) game [11], a coopera-
tive agent is one that does not defect, and in a Public Good Game (PGG) [11]
a cooperative agent is one that contributes to the common good.

Table 1 summarises the nomenclature used throughout this document.

α, β, γ agents
P the population of agents
G a n-player game
u highest payoff in game G
u lowest payoff in game G
uP payoff obtained by an agent in a Pareto Optimal profile
wα,β label of the edge from agent α to agent β

Table 1. Nomenclature used in this document

3 Model Description

A population P of agents is represented by a directed simple graph where a
vertex represents an agent α and a labelled edge from α to β represents the
probability of agent α interacting with β.

P = (V,E)

with:

V = {α, β, γ, . . .},
E = {(α, β, wα,β), . . .},

wα,β ≥ 0,∑
β

wα,β = 1.

This definition allows us to represent the directed simple graph by a matrix. If
there is no link from agent α to β, then it is assumed that probability wα,β is
zero.

Each agent performs the following algorithm:

1. partner selection,
2. play the game,
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3. update wα,β probabilities.

In the first iterations of the algorithm, the agent must find the best partners
and increase their probability of being selected, while decreasing the chance of
selecting bad partners. Our model must strike a balance between exploring new
neighbours and exploiting the best agents it has found so far.

The algorithm can be run in a distributed fashion by each agent. No com-
munication between agents is necessary, nor any central control is required. The
wα,β matrix could be split in vectors, each one maintained by the corresponding
agent.

3.1 Update policy

The edge weight update policy for agent α is a function defined as follows:

wt+1
α,β = ζ(wtα,β , u

t
α)

where wtα,β is the edge weight before the game and utα is the payoff agent α
obtains in the game.

The main focus of the work presented in this paper is the analysis of an
update policy that meets the following two conditions:

Cooperative aggregation Cooperative agents are mostly connected to each
other. If α and a neighbour β are part of a Pareto Optimal profile, then in
the limit the sum of the probability of selecting all β should be 1:∑

β

lim
t→∞w

t
α,β = 1 ∀β uα(. . . , sβ , . . .) = uP . (1)

Stability The update policy must be robust in order to resist perturbations in
the population and to be applicable to any n-player game. In the long run
and in the absence of perturbations, weights must stabilise:

lim
t→∞(wt+1

α,β − wtα,β) = 0. (2)

We are assuming that the number of cooperative agents is equal or higher
than the number of players and partner selection is done without replacement.
Otherwise, a cooperative agent does not have enough partners to play a game.

The edge weight update policy is divided in two cases depending on whether
an agent played the game with agent α or not.

Agent β played the game A simple policy is to multiply the old weight by
a factor that is proportional to the distance between the payoff u obtained by
agent α and the Pareto Optimal payoff uP :

wt+1
α,β =


wtα,β

u− u
uP − u u < uP

wtα,β u = uP

wtα,β
u− u
u− uP u > uP .
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This rule by itself does not guarantee the condition stated by equation (1).
Only combined with the rule for the case of agents that were not selected we
achieve it. Regarding the stability, this rule will keep weights unchanged if the
payoff is equal to uP . Otherwise they will tend to zero as in the first and third
cases wtα,β is multiplied by a factor always less than 1. Either way, equation (2)
is met.

This policy from the viewpoint of an uncooperative agent is irrational. Such
agents defect in the PD, do not provide the good in PGG, keep all the money in
the Ultimatum. Their payoff is often greater than uP . They should keep selecting
the partner in order to exploit him. Instead of a single peak, the update policy
should have a cutoff threshold:

wt+1
α,β =

wtα,β
u− u
uP − u u < uP

wtα,β u ≥ uP .
(3)

This rule also verifies the stability condition. Another characteristic is that if
u ≥ uP the agent will not change its probabilities and thus it will probabilistically
play with the same agents. Since it is rational for all agents, we will consider it
for the remainder of the paper.

Agent γ did not play the game The multiplicative factor used for agents
that played the game implies that the weight of all agents that played will either
stay the same or decrease. If they decrease, the difference must be distributed
among the other edge weights. A simple solution is to distribute equally:

wt+1
α,γ = wtα,γ +

s

x
(4)

where s is the sum of the difference of all link values, egressing node α, that
have played the game in the current round,

s =
∑
β

(wt+1
α,β − wtα,β)

and variable x is the number of neighbours of agent α that were not selected.
This equation shows that this policy explores alternative partners if u < uP ,

since the probability of others being selected in the next iteration is increased.
Equation (4) combined with equation(3) is able to achieve the condition

expressed by equation (1). If a cooperative agent selects an uncooperative, the
corresponding weight will decrease towards zero. The difference is distributed
among the weights of players that were not selected. However, the weight of a
second uncooperative partner also increases, but not by much. Even if this second
partner is selected, its weight is reduced and distributed among all the partners.
The point is that, in the long run, weights of uncooperative agents decrease while
weights of cooperative agents will absorb the distributed differences.
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4 Experimental Analysis

The purpose of the experiments reported in this paper is to assess the time co-
operative agents take to only select themselves as partners of interaction. To this
end, simulations with different proportion and quantities of cooperative agents
were performed. Other conditions were also analysed such as initial probability
values, different games and, in one case, different game parameters.

4.1 The Games

The selected games were the Give-Take game and IPD. These games have been
chosen because they pose a dilemma. The first one is a 2-player game with several
Pareto Optimal strategy profiles [15], and the second is commonly used.

The Give-Take game is played between two agents that must share a single
resource. Only one agent can hold it and benefit from it at each iteration. That
agent can give the resource to its partner. The partner can take (grab) the
resource or do nothing. Their roles will remain the same, provided both players
do nothing. Agents change role whenever the resource ownership is changed.
Whenever an agent gives the resource away, it can receive a bonus, bg. An agent
that takes (grabs) the resource (from its partner) pays a penalty as its partner.

Two sets of parameters were used differing on the value of parameter bg:
possession of the resource per iteration was set to 1, giving the resource, bg,
yields 0.5 or 0 units, taking the resource costs 2 units to the performer and 1
unit to the subject of the action. The game had at least 100 iterations, and after
the 100th the probability of occurring one more iteration was set to 0.5. Due to
implementation decisions, game length was limited to 1000 iterations.

The strategy used by the agents is deterministic and has two parameters: tg
number of iterations the agent waits (after obtaining the resource possession)
before giving it to its partner; tt number of iterations the agent waits (after loos-
ing the resource possession) before taking it from its partner. These parameters
allow us to have strategies that never give the resource (tg =∞, tt = x) or that
do nothing (tg =∞, tt =∞).

The payoffs of IPD were: temptation to defect 5; cooperate 3; suckers 0;
penalty 1. Each game lasted at least 10 iterations, and after the 10th the proba-
bility of occurring one more iteration was set to 0.5. The strategy used by agents
is stochastic and has one parameter: the probability to cooperate.

4.2 The Population

Regarding the agents, different strategies where used, which can be roughly
classified in how cooperative they are. The strategies used in the Give-Take
game are:

S1, S2, S3 These strategies always give the resource, but do so at different
times: 1, 10 and 20 iterations. They never take the resource. Therefore,
if both agents use the same strategy, their form a Pareto Optimal profile.



How to Build the Network of Contacts 71

However, when agents use different strategies, the one that gives the resource
sooner is explored;

S4 An uncooperative and aggressive strategy, as it never gives the resource, and
takes it immediately after it looses its possession.

The strategies used in IPD are:

S1 A cooperative strategy that always cooperates;
S2, S3 Two strategies that cooperate with probabilities 0.7 and 0.3;
S4 One is uncooperative as it always defects.

The number of strategies in the population, for each type, varied between
2, 4, 8, 16 or 32 agents. This allows us to study the time taken for different
proportions and quantities of cooperative strategies to mostly select themselves
as partners. For instance 32 S1 versus 2 of each S2, S3 and S4 is a scenario
that favours cooperative agents. A scenario with 8 of each S1, S2, S3 and S4 is
balanced for all strategies. On the contrary, a scenario with 2 S1 versus 32 of S4
and any number of S2 and S3 is very unfavourable for the cooperative agents
as they will take longer in finding the correct partners.

Total population varied among {8, 10, . . . , 112, 128}. This allows us to study
how cooperative agents select themselves as interaction partners in different
scenarios. We opted for a majority of cases with a small number of agents because
we are interested in analysing the edge weights and viewing the resulting graph.
For bigger populations we have 1282 edges to examine, therefore, in this case,
we only analyse global results. As for the initial edge weights, two options were
used: identical values so that every agent has the same chance of being selected;
random values.

4.3 Other Parameters

Each simulation consisted of 1000 rounds of games. In each round all agents
played at least one game, since the following steps were performed per round for
every agent: select n − 1 partners proportionally to the edge weights, play the
game, update the edge weights of the agent that selected partners. After each
round the edge weights were recorded.

The simulation was developed in JDK 1.6. Random numbers were produced
using an instance of the cern.jet.random.engine.MersenneTwister class [17],
a pseudo-random number generator that has a large period of 219937 − 1.

Table 2 shows all the conditions tested in the experiments. For each combi-
nation of conditions 10 runs were performed and results averaged.

4.4 Results

We have plotted the average probability of a group of agents (all with the same
strategy) of selecting a group of agents (again all equal in terms of strategy).
We have also calculated the standard deviation.



72 P. Mariano, L. Correia, C. Grilo

games
Give-Take bg = 0.5
Give-Take bg = 0

IPD

initial edge weight
random
identical

# S1 2, 4, 8, 16, 32

# S2 2, 4, 8, 16, 32

# S3 2, 4, 8, 16, 32

# S4 2, 4, 8, 16, 32
Table 2. Summary of the conditions tested in the simulations.

Figure 1 shows the results from the simulations with Give-Take and bg = 0.
In this figure we additionally show the average probability at the 10000th round.
Figure 2 shows the probability graph obtained in a simulation with 8 agents.

Figure 3 shows some results from the simulations with Give-Take and bg = 0.5
while figure 4 shows the results obtained with IPD. Since results are similar, there
are fewer plots in these figures.

5 Discussion

In the following discussion we will use the term aggregation time to refer to the
time taken for a group of strategies to mostly select themselves. That is to say,
how many rounds of edge weight updating must occur in order to observe an
approach to the condition stated by equation (1).

Initial edge weights do not influence aggregation time. This can be observed
in figures 1(a) and 1(b). Both refer to Give-Take with bg = 0 and two S1 agents.
Other numbers of S1 agents confirm these findings (results not shown).

Game nature does not influence the fact that in the long run cooperative
agents aggregate. However, aggregation time depends on game nature as well as
on agent strategies. When we compare figure 3(a) with figure 4(b), both have
the same number of cooperative strategies, but aggregation time differs. The
same line of reasoning can be established between figure 1(a) and figure 4(a),
although the first only includes simulations with initial random edge weight and
the second includes both identical and random initial edge weights. All other
number of S1 agents (see table 2) produced similar results (not shown).

In the Give-Take with bg = 0 there can be three groups of cooperative strate-
gies. However, whenever a game is played, the number of iterations may vary,
and it may not be a multiple of the time each strategy keeps the resource before
giving it. This means that in a game between strategies S3, one of them may get
a payoff lower than uP and thus decrease the probability of selecting its peer.
In figure 2, taken from a simulation with 2 agents per strategy, we show the
edge weight graph with weights lower than 0.15 omitted. It can be seen that S3
agents prefer S2 and S1 agents.
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(a) Initial random edge weights and 2
agents with S1 strategy.
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(b) Initial identical edge weights and
2 agents with S1 strategy.
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(c) Initial random edge weights and 2
agents with S1 strategy. Edge weights
taken at 10, 000th round.
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(d) Simulations with 16 S1 strategies.

Fig. 1. Results of Give-Take with bg = 0. Vertical axis represents the probability of
strategy S1 choosing a strategy in the horizontal axis. In cases 1(a) to 1(c) the results
are averages of all possible combinations of strategies S2 to S4 (see table 2). In case
1(d) we also varied the initial edge weights.
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Fig. 2. Results of Give-Take with bg = 0. Probability graph in the last round of a
single simulation run with 2 agents per strategy type. Edge weights lower than 0.15
were omitted.
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(b) 8 agents with strategy S1.

Fig. 3. Give-Take with bg = 0.5. Results are averages of all combinations of parameters
not fixed (see table 2).
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(b) 4 agents with strategy S1.

Fig. 4. IPD results - averages of all combinations of parameters not fixed (see table 2).

Results show that the number of cooperative strategies influences the aggre-
gation time. The higher is their number the shorter is aggregation time. This can
be observed in figure 1(d), which refers to Give-Take with bg = 0 and 16 agents
with strategy S1, that has the highest probability of this strategy selecting a
peer. Comparing figures 3(a) and 3(b), which refer to Give-Take with bg = 0.5
and have, respectively, 4 and 8 agents with strategy S1, we observe that the
second figure has the highest probability. If we increase the number of rounds,
the probability of cooperative strategies to select themselves increases, as can be
seen by comparing figure 1(a) taken at the 1000th round and figure 1(c) taken
at the 10000th round.

Deterministic and stochastic strategies do not impinge on aggregation time.
Instead, strategies’ cooperative nature has an influence on it. Agents with co-
operative strategies that are part of a Pareto Optimal profile will only select
themselves.

6 Conclusions and Future Work

We have proposed and analysed theoretically a model for partner selection in
a Multi-Agent System interacting through a game. We have complemented this
analysis with an experimental simulations. The results confirm the theoretical
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analysis. In particular, game nature or initial edge weights do not influence the
final aggregation result, although the former affects aggregation time while the
latter does not. In the long run, cooperative agents will only select themselves
as partners of interaction. The number of cooperative agents strongly influences
their aggregation time. The more they are, the faster they aggregate.

This model requires a memory size that grows linearly with the number of
partners. It also requires that agents are uniquely identifiable. The agent must
know in advance the population size.

Despite some limitations, the edge weight update policy does not suffer from
the problem of a period of learning followed by a period of reaping the benefits
of education. If an agent does not get a good payoff from the current players, it
will raise the edge weights of all the other agents, giving them a chance of being
selected. However, further confirmation of this property should be tested with
simulations where new agents are periodically introduced in the population, and
the games and agents that select them should be monitored.

If agents select their partners, they can also refuse to play with certain agents.
This could lead to situations where an agent cannot play because all its neigh-
bours refuse to play. However, the possibility of refusing brings the problem of
collecting experience back. During the period in which an agent is testing its
neighbours, it may be explored by non-cooperators. In addition, after an agent
closes its learning window, new agents will never play with it, unless we allow
the reopening of the learning window.

Agent strategies are fixed. We should analyse the effects of adaptation, and
apply the edge weight update policy to a framework of evolutionary games. An
agent that cannot find a suitable partner can overcome this if it changes its
strategy.
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Abstract. This work proposes a method and software for the automatic layout 
design of auxiliary circuits within a compartment of a ship, including pipes and 
cable trays. This task is normally part of the detailed design phase and so it is 
expected that the ship’s structure, general arrangement and equipment layout 
has already been decided. Accordingly, knowing the start and goal points for 
each circuit path, all of them are routed in a 3D space taking into consideration, 
obstacles, ramifications and several kinds of constraints. The method is 
implemented using routing algorithms and genetic algorithms in order to find 
the best possible group of paths considering all the above. 

Keywords: Genetic Algorithms, Piping, Routing. 

1   Introduction 

The ship design and construction process goes through several stages, starting by its 
concept design, basic design, detail design and design for production. Typically, it is 
on the basic design stage that the ship structure, piping and electrical circuits are 
defined, and the various equipments are selected. Then, in the detail design stage, 
everything has to come together in a unique design, taking into account the specific 
set of solutions found. 

Amongst the various tasks of the detailed design stage, the pipe layout design 
(PLD) is one of the more time-consuming and prone to error, and thus can originate 
more reworks. This comes to be even more important for medium size ships, such as 
small tankers, research and military vessels, due to lack of space. In fact, bad routing 
can affect the ship’s local structure, as well as her operation and maintenance. 

This problem is similar to the routing problem in circuit design, but there are 
significant differences: the PLD, unlike circuit design, is truly 3-dimensional, and the 
type of restrictions and desirable characteristics are quite different. 

Nowadays, there are several software tools available, that integrate the design and 
manufacturing systems. In most cases, they have a design module for 3D layout, 
piping and HVAC (heating, ventilation and air conditioning), complemented with a 
tool for checking collisions between different objects.  

However, we do not know any tool that provides a fully automated system to solve 
the PLD. This problem consists on finding the layout of pipe and cable routes 
minimizing the length of the path connecting two or more objects (equipments), using 
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only one path or a main path with ramifications (branch handling), while avoiding 
obstacles such as ships structure, equipments and other circuits, in accordance with 
several shape and location constraints (maintenance, ergonomics, structural integrity, 
etc). Fig. 1 shows the pipe layout of a vessel, as taken from NUPAS Cadmatic home 
page (http://www.nupas-cadmatic.com/)[1]. 

 

 

Fig. 1. Pipe layout example (taken from NUPAS Cadmatic internet home page).  

Without such tool, the outcome of the overall process relies on the designer’s 
knowledge and experience. Further, it is not possible for any person to define all pipe 
and cable routes at the same time, which raises integration and optimization problems. 
This is in fact a serious problem for a large number of new constructions. 

This text describes a pipe and cable routing tool that can be used in the detail 
design stage in order to reduce man-hours or during basic design stage to identify 
potential problems that usually are only detected during construction. The aims of 
such tools have been defined previously by several authors [2] as follows: 
 
(a) to minimize user input and decision; 
(b) to make the system easy to use; 
(c) to incorporate both pipe and cable routes; 
(d) to be used in real shipyard design process. 

2. Literature review 

The need for a tool to help design the piping layout has been well-known for a long 
time. Back in the 80’s decade shipyards usually built small models where straws were 
placed to check for collisions between different system components. With the 90’s the 
first software tools that provide 3D visualization and collision check between objects 
started to appear, integrating a large amount of corporate knowledge and a way to 
automatically produce material lists and several documentation such as isometric 
drawings for production. Nevertheless, this is a different problem from the one this 
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paper is concerned with, since no commercial fully automated system to support the 
designers in the routing selection of the different circuits is known to exist. 

Some of the first research on PLD, as defined previously, was dedicated to the 
design of power plants and chemical refineries, as well as ships and submarines, 
though the problems are slightly different. During the last two decades several studies 
have been presented about this subject, trying to solve 2D and 3D problems, with and 
without pipe ramifications, using different algorithms and constraints. 

Asmara and Nienhuis [3], divide the approaches into: roadmap search, cell 
decomposition approaches, potential field methods and mathematical programming 
methods. Probably, the most common one is the cell decomposition approach, 
consisting in the workspace division into different cells, complemented with 
mathematical programming methods, which deal with the path layout as a standard 
optimization problem with constraints.   

This approach was followed by Zhu and Latombe [4], where the 2D and 3D 
problems were solved considering that each path had only one start point and one 
goal, though several paths had to coexist in the same workspace. In a first stage, the 
workspace was divided into rectangular cells taking into consideration existing 
obstacles. Afterwards, a search for the shortest paths connecting all start and goal 
points was performed using the A* (Branch and Bound) algorithm [5]. The order by 
which the paths are calculated is critical, and some of branches of A* will fail to find 
any solution at all.  In order to solve this problem and to implement shape and 
location constraints, a path evaluation technique was implemented to decide the order 
in which the different routes should be defined, and then obtain sequentially a 
possible solution for all paths. 

Ito [6] uses genetic algorithms to define and evaluate possible paths in a uniform 
cell decomposed space. His procedure, though containing many constraints, 
introduces the spatial potential energy concept, attributing a score to each cell 
depending on whether the path is intended to go through it. As an example, if it is 
established that pipes should go along walls, a lower value of potential energy is 
attributed to the cells near them, while the cells containing objects have a very high 
potential energy. In the end of the process, the possible paths are evaluated using a 
fitness function, choosing the solution where the sum of the potential energy for all 
routes in the problem is the smallest, which in fact already includes the shortest path 
requirement. 

Park and Storch [7] differ from the previous references by proposing a cell 
decomposition method of non-uniform cells, whose shape and size is defined by 
grouping different pipes into common routes and considering pipe ramifications. This 
idea stems from the analysis of fabrication costs and operabibility, which are also 
used in the evaluating process of candidate paths, implemented by a decision tree. 

More recently, [3, 8] presented the DelftPipe tool that aims to solve the PDL for 
pipes in a ship. The tool consists of an interface with commercial CAD systems, a 
pipe routing tool and an optimizer tool. As far as the pipe routing tool is concerned, it 
starts by implementing a non-uniform cell decomposition method, and then 
implements Djikkstra’s shortest path algorithm to select the different candidate routes 
taking into account pipe ramifications and the order in which each circuit is routed. 
The third stage uses the discrete particle swarm optimization algorithm to find a 
solution that complies with the performance criteria of reducing the path length and 



80 P.T. Martins, V.J.A.S. Lobo 

 

number of bends, as well as the standard criteria imposed by international rules or by 
the rules of the classification society according to which it is being built. 

3. AISROUTE – decision support tool for pipe and cabling layout 
design  

The AISROUTE is the decision support tool that aims to help the designer in the task 
of routing pipe circuits and electrical cabling, free from collisions, along a new vessel, 
once its general arrangement, structure and equipments locations have been defined.  

This tool was built using Matlab and is similar to the one presented by the Delft 
University group, in the sense that it is modular; however the algorithms and solutions 
found are quite different from the ones presented in [3, 8].  

Figure 2 shows the decision support tool block diagram, where all the different 
stages of the process can be seen: 

 
(1) The “User Interface” imports the geometry from a commercial CAD 

program, where the different objects (equipments and structure) are placed.  
This action defines the workspace and some of the location constraints to 
paths; 

(2)  Next, the designer must specify all start and goal points (requirements) for 
the different paths, including pipe, cable routing and accessibility paths. On 
the other hand, for each path the different constraints (shape and location) 
should also be set, in order for them to be implemented afterwards; 

(3) Routing begins by finding several “shortest path” solutions that fulfill the 
start and goal points’ requirements and the workspace constraints, by 
changing the order of the paths to define first; 

(4) The different solutions are then used as the initial population for a genetic 
algorithm implementation that evaluates each solution as far as all 
requirements and constraints are met. This evaluation is done by a fitness 
function that attributes penalties when any constraint is not fulfilled and 
makes use of the spatial energy concept of Ito [6] to reward the best paths; 

(5) Finally, once a good solution is found, the “User interface” allows for its 
visualization and its export. 

 

 

Fig. 2. AISROUTE block diagram 
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3.1 User Interface and workspace definition 

The user interface allows the user to introduce the necessary data for routing, 
including the workspace geometry where the paths have to be defined, as well as their 
requirements (start and goal points) and different constraints. It was built in a 
windows environment using Matlab and Java objects, and it is able to import ASCII 
STL files that almost all CAD software is able to export.  

The first step to work with AISROUTE is to define the space geometry of a 
“compartment” containing all obstacles (equipment and structure), that will stand for 
the location restrictions for the different paths. Each one of the obstacle must then be 
imported from CAD software. Figure 3 shows the user interface window, where some 
solids and three routes have been added. 

Internally, the space is decomposed into cubic cells, whose faces have the same 
area as the smallest section area of the circuits to be routed. The coordinates of each 
cell form a matrix of X × Y × Z (longitudinal/ transverse/ vertical positions). 
Afterwards, when the obstacles are imported, the 3D matrix cells related to their 
position are marked as occupied. 

This matrix is named the workspace, and it will be the platform over which the 
routing process is going to take place. During this process, the routes connecting the 
different starts and goals are searched through the matrix elements and the ones 
selected as part of each path are filled up. Once the process is completed, a new 
solution matrix, that includes not only the workspace but also the routes, is found. 
This procedure is going to be described in the next chapters. 

 

Fig. 3. AISROUTE user interface window (a), and visualization window (b) 

Though this cell-decomposition procedure produces a large number of cells and 
causes an extra computer effort, these disadvantages may be overlooked in 
comparison with the advantages that they bring, namely: 

 
(a) there is a direct relation between the spatial coordinates and the cells of the 

workspace and solution matrices; 
(b) obstacles positions are marked in the workspace matrix and so the routes 

found will be collision free without need for subsequent collision check; 
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(c) it enables the use of maze solving algorithms for circuits’ routing with and 
without ramification; 

(d) it enables the implementation of different kinds of constraints and to select 
areas where there are advantages for the paths to go through; 

3.2 Requirements and constraints analysis 

Once the workspace is known there is the need to identify the start and goal points for 
each route, to identify the cells which can’t be crossed by the path, and good areas for 
the path to go through. In other words, it is necessary to define the requirements and 
constraints for each path. 

The constraints can be divided according to their nature into shape and location 
constraints [4], but to be able to implement them they were grouped into three 
different types: 

(a) Type 1 – common location and shape constraints to all circuits, related to the 
obstacles of the workspace, including other paths, and to the fact that only 
90º curves are allowed by the algorithm; 

(b) Type 2 – shape and location constraints that exist only for a specific route, 
such as the case of gravity flow pipes, or the impossibility of going through 
some areas of the workspace (e.g. cables running through the floor); 

(c) Type 3 – location constraints originated by the proximity to other routes. 
These ones are quite difficult to address since they are dynamic, and 
dependent upon previous path choices. As an example, it is intended that 
most pipes run together to be able to use common supports, however there 
are fluid systems that have to keep some distance between them due to heat 
sensibility, or electromagnetic interference between electric cables. 

 

 

Fig. 4. Different kinds of constraints divided by their nature and type 

The type 1 constraints will be present in all stages of the process, i.e. in both 
routing algorithm and genetic algorithm applications. On the contrary, the type two 
and three constraints are only going to be considered in the genetic algorithm 
implementation. 
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As far as the type two constraints are concerned, they are dependent upon the 
workspace and the obstacles within and though some are pre-defined within the 
program, they can be easily changed or new ones can be set by the user. 

Nevertheless, the quality of the routing process is dependent upon the type three 
constraints. These are the ones that will allow for an easier operation of the ship and a 
more reasonable layout, though they are the most difficult to implement and to define. 
Unfortunately these are also the ones that are not yet fully developed in this work. 
Some of the constraints that should be considered are shown in Fig. 4. 

3.3 Routing implementation using shortest path algorithms 

The first approach to finding a good layout for all circuits is made using a shortest 
path algorithm presented by Lee [9] who, in its definition, is able to deal with the type 
one constraints.  

To explain it briefly, it starts by flooding the neighbor cells of the start point in all 
six main directions (3 dimensional) up to when the goal point is reached, taking into 
account if the cells are already occupied by any obstacle. Then, the path is 
backtracked to the start point following a pre-defined search pattern. Although this 
method requires a high level of computation time, it was selected because it is easily 
changed to cope with different pipe/ cable tray sections (more than one cell) and main 
path ramifications. Additionally, the method always finds the shortest path, though it 
can find more than one, as presented in figure 5 (a). 

The algorithm change to search for routes of circuits with several sections’ shapes 
and sizes is trivial, once it is considered that to belong to the path, not only the target 
cell has to be free, but also her neighbors.  

To implement the ramification case, it was assumed that besides the two points to 
be connected, let’s say S1-G1, there is an extra one G2 that will be considered as a 
new start point. From G2 the flooding process is done up to the time when any of the 
cells of the path S1-G1 is reached (figure 5(b)). 

 

Fig. 5. Lee Algorithm routing examples for two similar shortest paths (a), path ramification (b), 
and different solutions for multiple routing dependent upon the order of paths (c) and (d) 
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In the figure 5 (c) and 5(d) examples, it can also be seen that when routing more 
than one circuit (let say S1-G1, S2-G2, S3-G3 – blue, red, green), there are several 
different path combinations that meet all requirements and that are found using the 
same Lee algorithm but changing the order in which the path search is done. As an 
example the paths found when starting to route S1-G1 and S2-G2 (figure 5(c)) are 
very different from the ones found starting by S3-G3 (figure 5(d)).   

This is the way how the first set of solution matrices are found, taking in account 
for the definition of the routing order the following:    

(a) the first route that should be considered is the “accessibility” that connects all 
different equipments/ objects defined in the workspace; 

(b) the paths with larger sections should be routed first, in order to have less 
curves and  a more basic routing style [7]; 

3.4 Genetic algorithm implementation 

The genetic algorithm is used to evaluate an initial set of solutions found by the 
previous step and then to change them in accordance with the types two and three 
constraints. Their implementation in this area, as mentioned before, was first 
presented by Ito [6].  

Genetic algorithms are inspired by the principles of the evolution of species, as 
described in [10] or [11]. The procedure begins by selecting a set of possible solutions 
named parents, whose characteristics are their chromosomes. These solutions are then 
used to obtain a group of children (new set of possible solutions), in an iterative form, 
using techniques called reproduction, which may follow three different processes: 

(a) elitism – the best parents chromosomes are fully transmitted to their children; 
(b) crossover – a new child is obtained mixing the chromosomes of two parents, 

using some of the genes of each parent; 
(c) mutation – change of some of the genes of one parent in a repeated way 

through the iteration process. 
 
The evaluation of each parent/ child is done by a fitness function that incorporates 

all requirements and constraints, using a penalty system for the ones that do not 
complete the requirements or do not fulfill the constraints. The aim is to have the less 
penalties as possible, i.e. the smallest fitness value. 

In this work, each 3D solution matrix is considered to be the chromosomes with 
each matrix element (corresponding to a cell) being the gene that can be occupied or 
not. Accordingly the initial set of solution matrices found using the shortest path 
algorithm by changing the routing order are the first parents (initial population). 

The process starts by attributing a spatial potential energy value, dependent upon 
the constraints and the circuit that is being routed, to each one of the matrix elements/ 
cells/ genes [6]. Afterwards, using the reproduction techniques new solution 
candidates are found and evaluated, aiming to find the paths with the lowest potential 
energy, found by adding up all values of the cells belonging to the path. Further, if the 
start and goal point are unconnected an extra very large value of energy is added 
(penalty).  
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As an example, figure 6 represents this procedure in 2D. Let it be assumed that the 
ramified path (blue path) has already been defined. It is intended that the red path 
does not cross any obstacle (type one constrain - black), stays away from the space 
limits (type two constraint - brown) and its path should be close to the blue path to use 
the same supports (type three constraints – light blue). A possible potential energy 
distribution is presented in figure 6(b) which may result in the solution presented in 
figure 6(a). 

 

Fig. 6. Use of spatial potential energy concept in the routing of two pipes 

So far, a number of preliminary tests have been performed on different 
configurations of compartments. The results have been very satisfactory, achieving 
good quality results in reasonable time. We are currently applying this software in a 
real case, and evaluating the results against the standard available solutions. 

4. Conclusion 

A method for the pipe and cable tray layout design was presented using a combination 
of routing algorithms [9] and genetic algorithms [10, 11], making use of the spatial 
potential energy concept [6]. 

This is thought to be a reasonable method as long as the means to define the 
potential energy values for each cell depending upon the circuit are well defined. In 
fact, this is the most difficult and yet less completed part of the work. 

All in all, a decision support tool the help designers in defining the auxiliary 
circuits within a compartment  is working and available to be tested, waiting to find 
all unavoidable errors in the implementation.   
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Abstract. The general goal of our work is to develop smart operators
that incorporate Machine Learning methods to improve the search of
GAs (or EC, in general). As a first step in that direction, this paper
investigates if is it possible to learn to predict the behavior of the swap
mutation operator on Job-Shop Scheduling problems. For that purpose,
we generate all possible operations and assess their effect on the quality
of the solutions. We apply a learning algorithm to obtain a mapping
between a description of the operations and that effect. We obtain good
results even using relatively small training sets.

1 Introduction

Genetic Algorithms (GA) or, more generally, Evolutionary Computation (EC)
methods, are widely used in Optimization [2]. Within the EC framework, the user
may tackle an optimization problem using off-the-shelf methods, such as a binary
GA. In this case, the user must design methods to translate problem solutions
into binary strings (encode) and to translate these back into solutions (decode).
Any implementation of a binary GA can then be used to carry out the optimiza-
tion process. On the other hand, EC also enables a radically different approach,
by tailoring part or the whole optimization process to the problem. In this case,
the user may work with any kind of representation of the solutions (ranging from
simple numerical vectors to very complex structures, such as graphs and trees)
but appropriate operators must then be developed (or adapted) to carry out the
search.

The flexibility of the EC framework encourages the development of new op-
erators. These can be general operators, that depend only on the representation,
or more specific ones, that are only suitable for a small set of problem types.
This flexibility creates an appealing opportunity to employ Machine Learning
methods [5].
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The general goal behind this research is to develop smart operators that
incorporate Machine Learning methods to improve the search of GAs (or EC, in
general) so as to make it more efficient and faster. These operators should be able
to decide how to behave based on previous experience. But before developing
such an operator it is necessary to investigate the following question: is it possible
to learn to predict the behavior of GA operators?.

In this paper, we perform one such study. Our goal is to test whether it is
possible to predict the outcome of the swap mutation operator of a GA applied
to the problem of Job-Shop Scheduling. We systematically generate mutation
operations and evaluate their effect on the quality of the solutions. Then, we
characterize operations using a set of measures and, finally, we use learning
methods to obtain a mapping between the characteristics of operations and their
effect.

We start by describing the Job-Shop Scheduling problem and the mutation
operation which is investigated in this work (Section 2). Next, we describe our
approach in detail, focusing on the process of generating the data to be used for
learning (Section 3). In Section 4, we present some experimental results. Finally,
we present some conclusions and future work, namely how a smart operator can
be built based on the learning approach described in this paper (Section 5).

2 Job-Shop Scheduling Problem and Swap Mutation

We start by informally describing the Job-Shop Scheduling problem. More de-
tailed descriptions can be easily found in the literature (e.g., [6]). Then, we
describe the swap mutation operator, which is the object of this analysis.

2.1 Job Shop Scheduling problems

In summary, the Job Shop Scheduling (JSS) problem can be defined as follows:

– A finite set of n jobs
– Each job consists of a chain of operations
– A finite set of m machines
– Each machine can handle at most one operation at a time
– Each operation needs to be processed during an uninterrupted period of a

given length on each machine

The goal is to find a schedule, that is, an allocation of the operations to time
intervals on machines, that optimizes some criterion. In our experiments, the
evaluation criterion is the makespan, i.e., the end time of the job finishing the
latest.

Thus from the above definition we can figure that the most basic and simple
JSS problem consists of:

Precedence matrix This basically consists of the precedence constraints, rep-
resenting the order of the machines in which the jobs have to be processed.
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Duration matrix The time required for the jobs to be processed in the ma-
chines.

Table 1 contains an example of a 3x3 JSS problem, i.e., 3 machines and 3
jobs.

Table 1. An example of a 3x3 problem

Duration Precedence
Machine1 Machine2 Machine3 Machine1 Machine2 Machine3

Job1 10 24 11 3 2 1
Job2 64 31 95 2 3 1
Job3 9 12 30 1 3 2

2.2 Representation

A chromosome is an unpartitioned permutation with m repetitions of the n jobs
[1]. An example of a solution for a 3x3 (3 Machines and 3 Jobs) JSS problem is

1,3,3,2,1,2,3,1,2

which actually will mean that:

– the first operation to be scheduled is the first of job 1 (which, according the
precedence matrix, turns out to be on machine 3);

– the second operation to be scheduled is the first of job 3;
– the third operation to be scheduled is the second operation of job 3, as 3

appears for the second time;
– and so on...

A schedule is generated by decoding a solution. We use a simple algorithm
which allocates time slots on the machines to operations, strictly following the
order in the chromosome. The steps used in the whole process of decoding can
be summarised as follows. For i ∈ 1 . . . n×m:

1. j ← ith element of the chomosome. The value of j represents the job to
which the operation that we are scheduling belongs.

2. o ← number of operations of j that have been already scheduled, i.e., the
number of times j is in the chromosome before the ith.

3. p ← machine in which the oth operation of job j should be executed (from
the precedence matrix).

4. d ← execution time required by the operation of j to be executed oon ma-
chine p (from the duration matrix).

5. s← max(end time of the latest operation of job j that was already scheduled,
end time of the latest scheduled operation on machine p).

6. Schedule the operation of job j on machine p from time s to s+ d.
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This algorithm generates valid schedules, i.e., schedules which do not violate any
of the constraints. However, it may generate schedules which unnecessarily delay
operations. For instance, let us consider two operations on the same machine,
where operation i follows operation j in the chromosome. Using this algorithm,
i will be scheduled after j, even if it the corresponding machine has a free slot
before operation j which is long enough to schedule i (and assuming that the
remaining constraints are not violated). Other algorithms exist that do not have
this shortcoming (e.g., generate active schedules [3]). However, the choice of
decoding algorithm is not essential for the purpose of this work.

2.3 Swap Mutation

Our work is focused on the swap mutation operator, which is commonly used
in permutation-based representations [2]. It simply consists of generating a new
chromosome by randomly swapping two elements from an existing one. An ex-
ample of the swap mutation operator is given in Table 2.

Table 2. An example of the swap mutation. The selected positions are 2 and 4

Chromosome 1,3,3,2,1,2,2,1,3
Mutated chromosome 1,2,3,3,1,2,2,1,3

3 Prediction of the Outcome of Swap Mutation

As stated earlier, the goal of this work is to test the hypothesis of whether it
is possible to learn models that are able to predict the behavior of GA opera-
tors and, in particular, of swap mutation. Two important characteristics of this
problem are:

– the function we are trying to learn is deterministic, unlike most learning
problems. The outcome of an operation is always the same.

– the universe of examples is finite and can be systematically generated. The
universe of solutions of a n × m problem is the set of all unpartitioned
permutations of n elements with m repetitions. The universe of all operations
is obtained by testing all possible pairwise swaps of elements for each solution
in the universe.

The size of the universe of operations is, naturally, very large, except for
very small n and m. But, in the latter case, it is possible to generate all the
possible operations, and, thus, investigate our hypothesis thoroughly, as will be
described.

The methodology proposed is the following:

1. Generate all possible operations and estimate their effect on the quality of
the corresponding solutions, which is the target variable (Section 3.1).
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2. Generate a description of each of the operations (i.e., a set of features) (Sec-
tion 3.2).

3. Use learning methods to find a mapping between these features and the
target value.

Here the target variable we are dealing with is the effect of the mutation
operator on the makespan of the solution. So the function that we are look-
ing for maps the inputs, i.e., the features of the operation (xi) to the output,
i.e., the variation in the makespan of the chromosome (∆makespan). It can be
represented as:

∆makespan = f (x1, . . . , xk) (1)

where k is the number of attributes. The target variable is numeric, which means
that this is a regression problem.

For the development of smart operators, it may be sufficient to know simply
if the operation is going to improve the quality of the solution or not. In this
case, the problem can be addressed as a classification problem. The class of each
operation can be determined simply by determining the sign of the variation in
makespan:

class = sign (∆makespan) (2)

Only if it is possible to generate such a mapping successfully, can we move
on to build a smart swap mutation, which can guide its operation based on a
model of its past performance.

Experimental results of this approach are presented in Section 4. Before that,
we describe in mode detail the process of generating the target values.

3.1 Target Values

Examples are generated as follows:

1. Take one of the instances and generate all the possible chromosomes, i.e.,
all unpartitioned permutations of n elements with m repetitions. In a 3x3
problem, this amounts to a total of (3∗3)!

3!∗3!∗3! = 1680 chromosomes. Then, we
compute the fitness of each of the chromosomes.

2. For each one of the chromosomes, find out all the operations that is possible
to carry out with the swap mutation. For a 3x3 problem, there are 18 + 9 +
0 = 27 possible swap mutations for each solution that exchange alleles with
different values.

3. Determine the target value for each operation. This is computed as the
difference in the fitness of the chromosome that is generated by the operation
and the fitness of the original chromosome. In a 3x3 problem, we have a
total of 1680∗27 = 45360 operations and, thus, of fitness variations. Table 3
illustrates the generation of the target value.
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Table 3. An example of the process of generating the target value

Chromosome Fitness

Original 1,2,2,3,2,3,1,1,3 208
Mutated 2,2,2,3,1,3,1,1,3 129

Variation -79

3.2 Features

To be able to predict the effect of an operation on the quality of the corresponding
solution, we need to describe those operations using predictive features. This
means that the features must contain information that is useful to determine
that effect which we are trying to predict. Additionally, the features can only
use information that is available before the operation is executed. Otherwise,
there is no need to predict its outcome. The information that is available to be
used in the development of the features is the following:

Problem :
– Precedence of the machine in the jobs (i.e., the precedence matrix)
– Execution time of the jobs on the machine (i.e., the duration matrix)

Individual :
– Order of the jobs for scheduling (i.e., the chromosome)
– Fitness of the individual

Operation : In the case of swap mutation, the information is can be used is
– Position of the swaps

Many features can be generated based one of these types of information or
combinations. In this study we have generated the following set of features:

– J1 & J2 - Jobs to which the operations being swapped belong.
– D1 & D2 - Execution time of all the operations in the job before the current

one, for J1 and J2.
– O1 & O1 - Order of the operation in the job, for J1 and J2.
– M1 & M2 - Machines in which the operation should be executed, for J1 and

J2.
– MOJ & MAOJ - The job which is numerically smaller and bigger, respec-

tively.
– NTJAB1 & NTJAB2 - Number of jobs that have occurred before the job,

for J1 and J2.
– TMJ1 & TMJ2 - Total execution time of all jobs on the machine used by

the operation, for J1 and J2.
– DBP - Difference in the position of the operations on their respective ma-

chines.
– TTBMTMJ1 & TTBMTMJ2 - Ratio of the total execution time of all jobs

on the machine used by the operation (TMJ1 or TMJ2) and the maximum
total execution time of all the machines, for J1 and J2.

– SM - Whether the operations share the same machine before and after swap.
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– NM1 & NM2 - New machines in which the operation should be executed
after the swap, for J1 and J2.

– SNM - Whether the new machines are same.
– TTOMBTTNMJ1 & TTOMBTTNMJ2 - Ratio of the total execution times

of all jobs on the old (before the swap, TMJ1 or TMJ2) and new (after the
swap) machine used by the operation, for J1 and J2.

– RJMPJ1 & RJMPJ2 - Ratio of the number of jobs on the machine used by
the operation, before and after it, for J1 and J2.

– NSOB1 & NSOB2 - Number of operations on the same machine of the op-
eration in between the swap positions, for J1 and J2.

– DPM - Difference between the positions of the jobs J1 and J2 on the machines
of the corresponding positions.

– TPJMJ1 & TPJMJ2 - Total execution time of the jobs executed on the same
machine used by the job, that are scheduled before it, for J1 and J2.

– MC - The mean correlation between the execution time of the jobs on the
machines, for all the jobs.

4 Experimental Results

Given that we generate all possible operations, we need to work with small
problems. We have generated ten problems with three jobs and three machines
(3x3). We implemented a problem generation method which is commonly used
in Operations Research [6].

The smart operators we plan to develop will generate models based on oper-
ations that were previously executed. The number of operations that is available
for this purpose is necessarily small when compared to the universe of all possible
operations. Although our goal at this stage of the work is simply to investigate
whether it is possible to predict the effect of an operation, we should use a rela-
tively small number of examples to be able to obtain more reliable conclusions.

Additionally, we wish to assess how small a dataset we can use and still
obtain satisfactory models. Therefore, we did experiments using 20%, 10%, 9%,
8%, 7%, 6%, 5%, 4% and 3% percent of the data for training and the remaining
data to estimate the generalization error (i.e., as test set).

The algorithms that we used for the purpose of model generation are given
in Table 4. More information about these algorithms can be found in textbooks
on Machine Learning and Statistics (e.g., [5, 4]).

Table 4. Learning algorithms

Regression Classification

LR Linear Regression LD Linear Discriminant
RT Regression Tree DT Decision Tree
SVM-R Support Vector Machines SVM-C Support Vector Machines
RF-R Random Forest RF-C Random Forest
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The results are presented in Table 5 and Figure 1. Several interesting observa-
tions can be made. Firstly, these results indicate that the hypothesis underlying
this study is true: it is possible to predict the effect of swap mutation. The best
result in the regression problem is an NMSE of 0.16 and in the classification
problem is an error rate 5%.

Table 5. Results of predicting the effect of swap mutation, varying the amount of train-
ing data. The evaluation measure for classification is the error rate and for regression
is NMSE

Regression Classification

% LR RT SVM-R RF-R LD DT SVM-C RF-C

20 0.59 0.55 0.29 0.16 0.18 0.16 0.10 0.05
10 0.59 0.56 0.33 0.23 0.19 0.16 0.12 0.07
9 0.59 0.55 0.35 0.24 0.19 0.16 0.12 0.08
8 0.59 0.57 0.35 0.26 0.19 0.16 0.12 0.08
7 0.59 0.55 0.36 0.27 0.19 0.16 0.13 0.09
6 0.59 0.56 0.38 0.29 0.19 0.17 0.13 0.09
5 0.59 0.56 0.39 0.31 0.19 0.16 0.13 0.10
4 0.60 0.57 0.41 0.33 0.19 0.16 0.14 0.10
3 0.60 0.57 0.44 0.36 0.19 0.17 0.15 0.11

Although the numbers cannot be compared directly, we observe that the
results obtained in the classification problem seem to be much better than the
ones obtained in the regression problem. This means that we are better able to
predict whether an operation is going to improve the quality of the solution or
not, than the value of the variation (i.e., by how much the solution improves or
worsens).

Additionally, the best results are obtained with the Random Forest algo-
rithm. The results clearly show that Support Vector Machines are also doing
pretty well. However, we note that both of these algorithms are computational
more expensive than the other ones. This cost may be relevant in the context of
the optimization algorithm, although we have not investigated this issue yet.

The lines in the plot are almost horizontal, which means that the effect of
reducing the size of the training set is not very big. However, on closer inspection,
we observe that it is stronger on the algorithms that achieve the best results. In
fact, for the Random Forests the error doubles both in the classification and the
regression problems. However, it is still low (10% and 0.36, respectively). One
interesting result is that the performance of the Discriminant Analysis methods
and simple Tree-based models are almost not affected by the training set size.

The variance of the results is also quite low, which indicates that the approach
is robust (Figure 2).
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Fig. 1. Results of predicting the effect of swap mutation, varying the amount of training
data

5 Conclusions

In this paper, we present a first set of experiments to test whether it is possible
to predict the effect of the swap mutation operator in optimization with Genetic
Algorithms. The optimization problem addressed is the Job-Shop Scheduling
problem.

Our results show that the problem is learnable, even using relatively small
training sets. This indicates that it is possible to develop a smart swap mutation
operator that decides how to mutate a chromosome based on the effect of previ-
ous operations. This smart operator must start with a model based on a small
set of operations but it could periodically (say, every 100 operations) update the
model. Here we have used larger samples, so it remains to be evaluated the effect
of using such small training sets on the quality of the results.

Such a smart operator can be regarded as a greedy operator. Therefore, we
note that although it is possible to build it, this does not necessarily mean, when
integrated in the search process of a GA, it will contribute to better solutions.
Additionally, it must be taken into account that the smart operator described
will only be useful if it is not computationally very expensive relative to the
optimization process. These issues must be verified empirically. Additionally, it
is possible to develop hybrid operators, which sometimes make decisions based
on the learning model and sometimes will choose randomly.
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Fig. 2. Variance of the results of predicting the effect of swap mutation, varying the
amount of training data

Despite the good results obtained, we believe that it is necessary to make
further tests before using this approach to develop smart operators. One im-
portant issue is the size of the optimization problems. Our experiments so far
were on very small problems. We need to test this approach on larger problems.
Naturally, it will not be possible to generate all solutions, so we will work with
samples.

Finally, the simplicity of the swap mutation makes it a good candidate to
test our hypothesis. It would be interesting to test whether it is possible to
use this approach to other operators, in particular to more complex ones, such
as crossover. The challenge lies in the design of the features used to describe
operations.
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Abstract. We present three heuristics including the usage of domain
specific knowledge to improve a general purpose algorithm for the 3D
approximate point set match problem and its application to the task of
finding 3D motifs (like surface patterns or binding sites) in proteins. The
domain specific knowledge and further heuristics are used, under certain
conditions, to reduce the run time for the search and to adapt the number
of reported matches to the expectations of the user. Compared to the
general purpose algorithm, the new version is twice as fast, and can be
further improved especially for small tolerances in the matches by means
of analyzing the distance distributions of the atoms.

1 Introduction

In recent years proteins are compared and analyzed in all of their representa-
tions: as primary structures, i.e., their bare sequences of amino acids, as sec-
ondary structures, i.e., their principal folds mostly in α–helices and β–sheets,
and as ternary structures, i.e., their complete three–dimensional appearances.
The definition of similarity in the molecular context always depends on the sci-
entific question under investigation, especially when one takes into account that
proteins are not really rigid structures, rather they exhibit certain amount of flex-
ibility due to temperature, solvents, and other factors. In many research areas,
such as docking and functional analysis, it becomes more and more important
to compare the 3D structure of the molecules [14].

There is quite a range of algorithms and programs available to the scien-
tific community, both commercial and free, that cover different aspects of pro-
tein comparison, analysis, and fold prediction, see [6, 10, 12] for comprehensive
overviews of different approaches. They include backbone alignment (based on
the Cα–chains), secondary structure elements alignment, and sequence–based
alignments, which either perform pairwise alignment or multiple structure align-
ment. Many of them are hosted at publicly accessible web–servers such as [1, 7,
11] and many more.
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In this article, we describe an extension of the program psm [4]—a program
being already included in a public web–based search facility [1] and especially
useful to identify small components in large arrangements, for instance, similar
surface or binding site structures, loops and hinges etc. within large proteins—
with some new features that, under certain conditions, improve its performance
and allow for a more adaptive search. The core algorithm of psm searches for all
occurrences of a small 3D point set, e.g., atoms, in a large 3D point set, e.g., the
macro–molecule. Other algorithms dedicated to a similar task include PINTS
[13] and needle–haystack [8].

The rest of the article is organized as follows. Section 2 briefly describes the
general purpose approximate point set search algorithm. Section 3 introduces the
proposed heuristics to improve the run times of the algorithm. Section 4 gathers
some preliminary results that we obtained with comparable implementations of
all proposed methods. Section 5 states some future actions that can be carried
out and, finally, Section 6 summarizes the main contributions of the work.

2 Approximate point set match

Let us, for a moment, forget the specific task that we are searching for 3D motifs
in proteins. Rather, we concentrate on the more abstract problem of searching
for a small 3D point set within a large 3D point set. Hence, given a small (both
in diameter and number of points) set of points as search pattern and a large
set of points as search space, find all locations within the search space where
the search pattern can be placed best according to a given distance metric and
applying a given kind of geometric transformation.

More formally: Let P = {p1, . . . , pk} ∈ IR3, |P | = k > 1 be a finite set of
3D points, the search pattern. Let S = {s1, . . . , sn} ∈ IR3, |S| = n > k be a
finite set of 3D points, the search space. Find an injective matching function
µ : P −→ S and a transformation τ : IR3 −→ IR3 such that D(τ(P ), µ(P )) is
minimum, where D is an appropriate distance measure between the point sets.

Usually, τ is taken as a rigid body transformation, i.e., a combination of a
translation and a rotation. Further possibilities include reflection and scaling.
Transformations with deformations (e.g., allowing for torsion or hinges) might
be considered, too. Common distance metrics include, for instance, root mean
square, maximum or average distance:

D(τ(P ), µ(P )) =

√√√√1
k

k∑
i=1

|τ(pi)− µ(pi)|2

D(τ(P ), µ(P )) =
1
k

k∑
i=1

|τ(pi)− µ(pi)|

D(τ(P ), µ(P )) =
k

max
i=1
|τ(pi)− µ(pi)|
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Our algorithm for approximate point set match implemented in psm works
as follows ([1, 4]): First, we build an undirected distance graph GP over P , where
the nodes of the graph are the points of P and the edges define a connected graph
(for simplicity you might assume that GP is the complete graph). Second, we
build an undirected distance graph GS over S considering only those edges, i.e.,
distances in S, being similar (see Section 3 below) to the edges in GP . If the
diameter of P is small compared to the diameter of S a regular grid over the
search space is used to reduce the number of candidate edges in GS .

Once the graphs are built, we apply a backtracking algorithm to find all
subgraphs of GS that match GP both in graph structure and in edge distances.
Let us explain the algorithm in some detail. Assume that the nodes in GP are
ordered in such a way that for all pj , with 1 < j ≤ k, there exists an edge {pi, pj}
with i < j. Let GiP denote the subgraph induced by the nodes {p1, . . . , pi} of
GP ; observe that GkP = GP . All these k graphs are connected graphs and for
each connected graph GP such a sequence of graphs can be found (if GP is the
complete graph, any sequence of nodes defines such a sequence of connected
graphs).

The backtracking algorithms starts with G1
P and tries to find iteratively

matches for GiP in GS with 1 ≤ i ≤ k. Clearly, all nodes in GS are candidate
nodes to be matched to p1. Now, assume we have already matched a subgraph
GiP with i < k and let sj = µ(pj), for 1 ≤ j ≤ i, denote the nodes of GS where
pj has been matched. We try to match the next node pi+1 in the sequence.
All adjacent nodes of si that have not been matched so far and that exhibit
similar distances to all corresponding nodes with smaller indices are candidates
to be matched to pi+1. If such a node of GS cannot be found, i.e., Gi+1

P cannot
be matched, GiP cannot be extended and hence backtracking takes place: we
proceed with the next candidate for pi. The backtracking algorithm eventually
finds all possible matches of GP in GS .

For each match we compute the optimal transformation with the help of a
direct method for RMS distance metric based on [9] or, for the other distance
metrics, with the derivative free optimization algorithm taken from [5].

Let us analyze briefly the run time behavior of the backtracking algorithm.
The subgraph matching problem itself is NP–complete. Assuming that the av-
erage degree of GS is d, the worst case run time is O(n(d log d)k−1(k − 1)!),
because in each extending iteration at most d neighbors have to be visited and
i− 1 distance checks must be performed. The factor log d is due to the fact that
we have to search for the corresponding edges in GS . Storing the graph with
an adjacency matrix (that would allow for constant time access) rather than
using an adjacency list would make the memory requirements for practical cases
prohibitive large. Note that GP , for being assumed to be small, can be stored
as adjacency matrix with constant access time for edge queries.

In practical cases, especially when applying the basic point set match algo-
rithm to proteins, a much lower run time can be observed than stated in the
worst case analysis. As described in the next section different heuristics can be
used
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– to reduce the remaining edges in GS , hence the average degree d is reduced,
– to reorder the nodes in GP , hence more confining edges are tested early, and
– to exploit problem specific restrictions, hence the number of candidate nodes

and/or edges is reduced.

3 Search heuristics

Before going into details, let us first take a look at the similarity relation between
two distances. We say a distance e is similar to a distance d whenever e ∈
[d(1−ε), d(1+ε/(1−ε)] with 0 ≤ ε < 1. The upper bound can often be decreased
to d(1 + ε) in the case the symmetry of the search is not an issue.

The tolerance ε, with 0 ≤ ε < 1, is a user provided value that determines
to what extend the point set found in S can deviate from the pattern P . With
ε = 0 perfect matches are searched for. In [1, 4] ε was a fixed value for all edges.
In the new implementation, we allow for a more flexible approach taking into
account properties of a protein.

We present three heuristics to reduce the search time:

– One that works with the complete graph over the search pattern and reduces
the number of remaining edges in GS taking into account the distribution of
distances being present both in P and S.

– One that uses different values for ε in the similarity relation depending
whether the atoms defining the edge are located close or far on the pro-
tein chain.

– One that takes into account that certain chemical bonds within the protein
are unlikely to be very flexible.

3.1 Rare distances first

Let the graph over the search pattern be complete. Once all distance intervals
over the graph of the search pattern GP are computed, we compute the distribu-
tion of those edges in GS that fall into the intervals. The interval where the least
number of edges of GS are counted defines the, let’s say, rarest distance. Clearly,
we need to maintain in GS only those edges that correspond to the rarest dis-
tance and all adjacent edges to their end nodes with the further restriction that
the other end must have an edge with appropriate distance to the other end of
the rare edge.

We compute the final graph GS in four steps. First, we determine the dis-
tribution to find the rarest distance. Second, we mark all nodes in GS that are
adjacent to an edge similar to the rarest distance. Third, we mark all nodes in
GS that are simultaneously adjacent to the two end nodes of a rare edge. Note
that the marks in the steps two and three are different. Fourth, we generate as
graph GS the graph induced by the edges between marked nodes.

With this possibly smaller graph, the substructure search with the backtrack-
ing algorithm is performed.
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3.2 Flexible distance intervals

Proteins consist of one or various folded chains built as a sequence of amino
acids. Usually, the farer two atoms are located on the chain, the larger the
tolerance for their distance can be, because proteins are, to a certain degree,
flexible structures. To take advantage of this fact in our algorithm, we use this
knowledge to define different tolerances for different edges in the graphs.

We present a still very simple method to define such a flexible tolerance. Let
∆ be the distance in amino acid count of two atoms in the search space, i.e.,
their sequence distance, often notated as |i − j| for atoms i and j of the data
set. Let M be the total number of amino acids in the search space. We define

f =
εf ·∆
M − 1

+ 1

as factor to enlarge the tolerated distance for a match of an edge, i.e., we use
instead of ε the value fε in the similarity relation. The quantity εf ≥ 0 denotes
a user specified value where care must be taken of that fε does not exceed 1. To
allow for a more user friendly way to introduce the additional tolerance εf with
its influence on ε, we ask the user for a value k ≥ 1 and compute

εf =
(

1− 1
k

)
·
(

1
ε
− 1
)

or set εf = 0 for ε = 0. Hence, a value of k = 1 means no flexible tolerance, and
the larger the value of k the larger the flexible tolerance will be. In other words,
for εf = 0 the search algorithm uses for all edges the same tolerance ε as stated
above; the same is true for εf = 1 and atoms belonging to the same amino acid;
for other values of εf and/or atoms not belonging to the same amino acid, ε is
enlarged with the factor f .

3.3 Exploitation of domain specific knowledge

According to [2] we take into account the mean distance for certain chemical
bonds within the backbone of a protein. In more detail, the C–N distance in
a peptide bond is typically 1.32 Å, the C–O distance in a carbon–oxygen bond
is typically 1.24 Å, the Cα–C distance in a carboxyl group is typically 1.52
Å, and the Cα–N distance is typically 1.45 Å. Analyzing several proteins from
the PDB suite (RCSB Protein Data Bank) [3], we confirmed the given mean
values, and observed further a 2.232%, 2.3%, 2.332%, and 3.255% maximum
increase/decrease in distance for these four chemical bonds.

We use a simple table look–up method to identify the corresponding value
for the tolerance ε depending on the types of the atoms and their distance in
amino acid count. The Cα–N bond is only present when both atoms belong to
the same amino acid, the same is true for both the C–O and the Cα–C bonds.
The C–N bond is present when the amino acid distance of the two participating
atoms is one. To build the look–up table we assign to each atom an index ia
according to Table 1.
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atom any Cα N C O

ia 0 2 4 8 14

Table 1. Atom indices according to their type.

If the amino acid distance ∆ between the two atoms A0 and A1 defining an
edge in the distance graph is 0 or 1, we compute a table index i = ∆+ ia(A0) +
ia(A1) which is used to address a table with 30 entries (see Table 2).

i 0–5 6 7–9 10 11–12 13 14–21 22 23–29

ε 0 0.03255 0 0.0232 0 0.2232 0 0.023 0

Table 2. Tabularized values for ε for pairs of atoms.

If the encountered entry in the table is 0, then we use the ε value given by
the user (possibly taking into account the factor f as described in the previous
section), if it is not 0, the table entry without modification is used as ε value for
the specific edge.

4 Results

We present some preliminary results illustrating the improvements comparing
the new version with the different improvements to the original psm software.
The run times have been obtained in [seconds] on a GNU/Linux system with a
Q9550 Intel processor at 2.83 GHz. psm is still implemented as a single threaded
application.

As search space we used the protein 1IRU (hydrolase, mammalian protea-
some) [15] with 47 589 atoms and an active site of the proteasome (see Figure 1).
The active site contains 40 atoms distributed over at least four non–consecutive
amino acids. The active site is a cutout of the proteasome which appears with
certain modifications several times in the protein (see Figure 2). Whenever two
matches in the search space share an atom, we consider the two matches belong-
ing to the same cluster. psm reports to the user both the number of matches and
the number of clusters encountered. A cluster shows where the motif is located
in the protein, whereas the match itself shows in what constellation (and quality
according to some pairwise distance function) the motif is present.

Figure 3 shows the preprocessing times (left plot) and the search times (right
plot) for the psm version without any improvement (upper curves) and the
same for the version where the domain specific knowledge has been taken into
account, i.e., the distances between certain pairs of atoms as stated in Section
3.3 vary at most up to the tabularized percentages. The plots are drawn over the
distance tolerance ε from 0 to 35%, i.e., the mismatch of the inter–atom distances
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Fig. 1. Search space (proteasome) and search pattern for the test cases.

Fig. 2. Clusters found with psm.

comparing the search pattern to the encountered location in the search can be
that large. As one can observe the preprocessing time is almost the same for
both cases, however, the search time of the new version is half of the time of the
old version.

If we look at the number of matches found by the two versions (see Figure 4),
we see that including domain specific knowledge reduces the number of reported
matches (note the logarithmic scale in the plot). However, it is important to
mention that, at least in our current tests, the number of clusters and their
location is for all values of ε exactly the same. We have observed the same
behavior for all other tests described in the on–going.

Figure 5 shows the preprocessing times (left plot) and the search times (right
plot) for versions of psm taking into account the distance distributions, i.e.,
searching for the rarest distance first. The upper curve does not use domain
specific knowledge. The plots are drawn over the distance tolerance ε from 0 to
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Fig. 3. Preprocessing times (left plot) and the search times (right plot) for the psm
version without any improvement (upper curves) and the same for the version where
the domain specific knowledge has been taken into account.

Fig. 4. Number of matches for the two versions without (upper curve) and with (lower
curve) domain specific knowledge (note the logarithmic scale).

20%, i.e., the mismatch of the inter–atom distances comparing the search pattern
to the encountered location in the search can be that large. As one can observe
the preprocessing time is almost the same for both cases, but has increased
about 20% compared to the versions without consideration of the distribution.
The search time with use of domain specific knowledge again is, at least for larger
values of ε, almost halved. Moreover, if one compares the search times shown
in Figures 3 and 5, searching for the rarest distance first, reduces the search
time slightly, especially for small tolerances. Hence, although the preprocessing
time has been increased due to the processing of the distribution and the more
complex graph construction, the faster search time may lead even to an overall
faster algorithm, when partial matches (leaving several atoms out) have to be
encountered.

Figure 6 shows the effect of introducing flexible distances according to the
amino acid distance of the atoms (as introduced in Section 3.2). The preprocess-
ing times (left plot) are almost the same as in the case of no flexible distance
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Fig. 5. Preprocessing times (left plot) and the search times (right plot) for versions
of psm taking into account the distance distributions. The upper curve does not use
domain specific knowledge, whereas the lower uses that knowledge.

(compare to left plot in Figure 3). The run times have increased considerably
as expected, because we set k = 1000, a rather large value, i.e., the distance
tolerances for widely separated atoms according to their amino acid distance
became quite large. The important fact to notice is that the introduction of
domain specific knowledge (lower curves) allows for much faster run times for
larger tolerance ε.

Fig. 6. Preprocessing times (left plot) and the search times (right plot) for versions
of psm taking into account flexible distances. The upper curve does not use domain
specific knowledge, whereas the lower uses that knowledge.

Figure 7 shows what happens if both flexible distances and analysis of the
distance distribution is taken into account. Again preprocessing times (left plot)
with and without domain specific knowledge is almost equal and more or less
the same when not dealing with flexible distances (compare to left plot in Figure
5). The search times (right plot) show the same behavior as seen in Figure 6,
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i.e., with flexible distances it is not worthwhile to search with the rarest distance
first, at least, for large values of the tolerance ε.

Fig. 7. Preprocessing times (left plot) and the search times (right plot) for versions of
psm taking into account both flexible distances and analysis of the distance distribu-
tion. The upper curve does not use domain specific knowledge, whereas the lower uses
that knowledge.

Preprocessing takes somewhat longer but searching is much faster. So it pays
off, for instance, when searching for more than one pattern at a time, or when
searching for partial matches leaving out one or several atoms.

5 Further work

The ideas and preliminary tests as presented in this article can be extended
taking into account the following:

– Up to now we use only domain specific knowledge of the backbone of the
protein. Possibly it would be useful to take into account further structures,
such as rings, in residues which exhibit less flexible distances as well.

– We might improve the simple amino acid distance dependent tolerance to a
more sophisticated one, especially considering the possible rotation of a triple
of amino acids. Moreover, the dependence of the overall amino acid count of
the protein should be eliminated, i.e., the value of M should be established
to a fixed value gathering statistics calculated from PDB structures.

– During the backtracking we might consider the rotational restrictions for
certain atom arrangements to early discard candidates.

– The user might introduce individual distance tolerances for certain or all
distances within the search pattern.

– Clearly, more rigorous statistical evaluation of the proposed methods on a
sufficiently large and diverse set of search spaces and motifs must be elabo-
rated.
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– Other type of domain specific knowledge might be introduced, for instance,
removal of interior atoms whenever a surface pattern is searched for, match-
ing of only chemically similar atoms, or incorporating the residue type re-
strictions taking into account properties like electrical charge or hydropho-
bicity.

– The search algorithm should be parallelized to run at least with a small
number of threads taking advantage of modern processor architectures.

6 Conclusion

We presented three approaches and certain details of their implementation to-
gether with some preliminary results on how to improve the performance of a
general purpose approximate point set match algorithm in the field of structural
protein analysis. Introducing domain specific knowledge, such as less flexible
chemical bonds, reduces the run time of a search to the half without increase in
the preprocessing time. The modified algorithm finds the same locations in terms
of clusters as the general algorithm. The run time of a search can be further re-
duced slightly taking into account the distance distribution in the search graphs.
However, the preprocessing time is increased by roughly 20%. Hence, analyzing
the distributions pays off whenever the preprocessing time can be amortized, e.g.,
if partial matches must be found. With the help of flexible distances according
to the amino acid distance of the atoms, large tolerances can be employed with
moderate increase of the overall search time.
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Abstract. We propose a new approach for implementing P-log using XASP, the
interface of XSB with Smodels. By using the tabling mechanism of XSB, our
system is most of the times faster than P-log. In addition, our implementation has
query features not supported by P-log, as well as new set operations for domain
definition.

1 Introduction

Probabilistic reasoning became the major approach for reasoning under uncertainty.
From the standpoint of logic and logic programming, the addition of probabilities al-
lows us to represent and reason about finitely varying degrees of belief. From the stand-
point of probability and Bayesian Networks, the addition of rule-based representations
allows the creation and modification of probabilistic models more easily. The combina-
tion of these two lines of research has been attempted in the recent years, resulting in
formalisms with both logical and probabilistic knowledge representation capabilities.

One of the approaches is Pearl’s probabilistic causal models [8]. Many of the diffi-
culties in probabilistic reasoning on Pearl’s formalism lie not only in the use of proba-
bilistic models, but in their formulation relying on propositional reasoning. Other for-
malisms have proposed the integration between logic and probability such as Pooles
Probabilistic Horn Abduction (PHA) [3], the Independent Choice Logic (ICL) [4, 5],
the LPAD formalism [9], and the recent language P-log [1].

P-log is a declarative language based on a logic formalism for probabilistic reason-
ing and action. P-log uses Answer Set Programming (ASP) as its logical and Causal
Bayesian Networks (CBN) as its probabilistic foundations. A P-log program consists
of a logical part and a probabilistic part. The logical part represents knowledge which
determines the possible worlds of the program, including ASP rules and declarations
of random attributes, while the probabilistic part contains probability declarations (pr-
atoms) which determine the probabilities of those worlds [1, 2]. Although ASP has been
proven to be a useful paradigm for solving a variety of combinatorial problems, its non-
relevance property [11] makes the P-log system sometimes computationally redundant.

In this paper, we explore a new approach for implementing P-log using XASP, the
interface of XSB with Smodels [11] – an answer set solver. With XASP, the relevance
of the system is maintained [7]. Moreover, by using the tabling mechanism of XSB
our system is most of the times faster than P-log. In addition, our implementation has
new kind of queries not supported by P-log, as well as new set operations for domain
definition.
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The rest of this paper is organized as follows. Section 2 provides a description of the
syntax and semantics of the extended P-log system, following closely the formalisms
in [1, 2]. Section 3 exhibits some examples. Section 4 outlines the implementation, pro-
viding benchmarks comparing P-log(ASP) (original P-log implementation based on [1,
2]) and P-log(XSB) (the new implementation). The paper finishes with conclusions and
directions for future work.

2 Extended P-log

In this section, the syntax and semantics of extended P-log programs are defined, being
compatible with those ones of the original P-log [1]. The extended syntax has constructs
for declaring new sorts by union or intersection of other sorts. This syntactic sugar
enables a more declarative representation of many practical problems; for instance, the
domain of students who attend both physics and math courses is the intersection of
participants in each course, or the domain of cards in the poker game is the union of
hearts, spades, diamonds and clubs. In addition, by using XASP, the logical part can
use arbitrary XSB prolog code, thus, allowing for the representation of more complex
problems that are more difficult or even impossible to express in the original P-log
language. The semantics is given by an adapted program transformation into XASP,
including the new set operations.

2.1 Syntax

In general, a P-log programΠ consists of a sorted signature, declarations, a regular part,
a set of random selection rules, a probabilistic information part, and a set of observations
and actions.
Sorted signature and Declaration The sorted signature Σ of Π contains a set of con-
stant symbols and term-building function symbols, which are used to form terms in the
usual way. Additionally, the signature contains a collection of special function symbols
called attributes. Attribute terms are expressions of the form a(t̄), where a is an attribute
and t̄ is a vector of terms of the sorts required by a. A literal is an atomic statement, p,
or its explicit negation, neg p. In addition, p is considered to be the explicit negation of
neg p. The expressions p and not p where not is the default negation of ASP are called
extended literals.

The declaration part of a P-log program is defined as a collection of sorts and
sort declarations of attributes. A sort c can be defined by listing all the elements c =
{x1, ..., xn}, by specifying the range of values c = {L..U} where L and U are the
integer lower bound and upper bound, or even by specifying range of values of mem-
bers c = {h(L..U)} where h/1 is a unary predicate. We are also able to define a sort
by arbitrarily mixing the previous constructions, e.g. c = {x1, .., xn, L..U, h(M..N)}.
In addition, in the extended version, it is allowed to declare union and intersection of
sorts: c = union(c1, ...., cn) and c = intersection(c1, ..., cn), respectively, where
ci, 1 ≤ i ≤ n, are declared sorts.

Declaration of an attribute a with domain c1 × ...× cn and range c0 is represented
by: a : c1× ...× cn --> c0. If a has no domain parameter, we simply write a : c0. The
range of a is denoted by range(a).
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Regular part This part of a P-log program consists of a collection of XSB Prolog rules,
facts and integrity constraints (IC), formed by literals of Σ. An IC is encoded as a XSB
rule with the false literal in the head.
Random Selection Rule This is a rule for attribute a having the form:

random(RandomName, a(t̄), DynamicRange) :- Body

This means the attribute instance a(t̄) is random if the preconditions in Body are sat-
isfied. The DynamicRange allows to restrict the default range for random attributes.
TheRandomName is a syntactic mechanism used to link random attributes to the cor-
responding probabilities. If there is no precondition, we simply put true in the body.
A constant full can be used in DynamicRange to signal that the dynamic domain
equals to range(a).
Probabilistic Information Information about probabilities of random attribute in-
stances a(t̄) taking particular value y is given by probability atoms (or pa-atoms for
short) which have the following form:

pa(RandomName, a(t̄, y), d(A,B)) :- Body.

It means if Body were true, and the value of a(t̄) were selected by a rule named
RandomName, then Body would cause a(t̄) = y with probability A

B .

Example 1 (Dice [1]). There are two dice, d1 and d2, belonging to Mike and John,
respectively. Each dice has scores from 1 through 6, and will be rolled once. The dice
owned by Mike is biased to 6 with probability 1/4. This scenario can be coded with the
following P-log(XSB) program Πdice

1. score = {1..6}. dice = {d1,d2}.
2. owns(d1,mike). owns(d2,john).
3. roll : dice --> score.
4. random(r(D), roll(D), full) :- true.
5. pa(r(D), roll(D,6), d(1,4)) :- owns(D,mike).

Two sorts score and roll of the signature of Πdice are declared in lines 1. The regular
part contains two facts in line 2 saying that dice d1 belongs to Mike and d2 belongs
to John. Line 3 is the declaration of attribute roll mapping each dice to a score. Line
4 states that the distribution of attribute roll is random. Line 5 belongs to probabilistic
information part, saying that the dice owned by Mike is biased to 6 with probability 1

4 .
Note that the probability of an atom a(t̄, y) will be directly assigned if the corre-

sponding pa/3 atom is in the head of some pa-rule with a true body. To define proba-
bilities of the remaining atoms we assume that by default, all values of a given attribute
which are not assigned a probability are equally likely. For instance, probabilities of
rolling Mike’s dice to be i, i ∈ {1, 2, 3, 4, 5}, are the same and equal to 3/20.

Observations and Actions Observations and actions are, respectively, statements of
the forms obs(l) and do(l), where l is a literal. Observations are used to record the out-
comes of random events, i.e. random attributes and attributes dependent on them. The
dice domain may, for instance, contain obs(roll(d1,4)) to record the outcome
of rolling dice d1. The statement do(a(t, y)) indicates that a(t) = y is made true as
the result of a deliberate (non-random) action. For instance, do(roll(d1,4)) may
indicate that d1 was simply put on the table in the described position.
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2.2 Semantics

The semantics is defined in two stages. First it defines a mapping of the logical part of
Π into its XASP counterpart τ(Π). The answer sets of τ(Π) plays the role of possible
worlds of Π . Next the probabilistic part of τ(Π) is used to define a measure over
the possible worlds as well as the probability of (complex) formulas. This part of the
semantics exactly follows the one in [1].

The logical part of a P-log program Π is transformed into its XASP counterpart
τ(Π) by the following five steps:

1. Sort declaration:
– for every sort declaration c = {x1, .., xn} of Π , τ(Π) contains c(xi) for each

1 ≤ i ≤ n.
– for every sort declaration c = {L..U} of Π , τ(Π) contains c(i) where L ≤
i ≤ U , with integers L ≤ U .

– for every sort declaration c = {h(L..U)} of Π , τ(Π) contains c(h(i)) where
L ≤ i ≤ U , with integers L ≤ U .

– for every sort declaration c = union(c1, ..., cn), τ(Π) contains the rules
c(X) : − ci(X) for each 1 ≤ i ≤ n.

– for every sort declaration c = intersection(c1, ..., cn), τ(Π) contains the rule
c(X) : − c1(X), . . . , cn(X).

2. Regular part: For each attribute term a(t̄), τ(Π) contains the rules:
– false :- a(t̄, Y 1), a(t̄, Y 2), Y 1\ = Y 2.

which is to guarantee that in each answer set a(t̄) has at most one value.
– a(t̄, y) :- do(a(t̄, y)).

which is to guarantee that the atoms which are made true by a deliberate action
are indeed true.

3. Random selection:
– For attribute a, τ(Π) contains the rule: intervene(a(t̄)) :- do(a(t̄, Y )).
– Each random selection rule

random(RanName, a(t̄), DynRange) :- Body.
is translated into:
• a(t̄, Y ) :- tnot(intervene(a(t̄))), tnot(neg a(t̄, Y )), Body.
• neg a(t̄, Y ) :- tnot(intervene(a(t̄))), tnot(a(t̄, Y )), Body.
• atLeastOne(RanName, t̄) :- a(t̄, Y ).
• false :- tnot(atLeastOne(RanName, t̄)).
• if DynRange is full, τ(Π) contains
pd(RanName, a(t̄, Y )) :- tnot(intervene(a(t̄))), Body.

• if DynRange is not full, τ(Π) contains two rules
false :- a(t̄, Y ), tnot(DynRange), Body, tnot(intervene(a(t̄))).
pd(RanName, a(t̄, Y )) :- tnot(intervene(a(t̄))), DynRange, Body.

4. Observation and action: τ(Π) contains actions and observations of Π .
5. For each literal l, τ(Π) contains the rule: false :- obs(l), tnot(l).

Similarly to ASP, in the body of each XASP rule additional domain predicates are
necessary for grounding variables appeared in non-domain predicates (see example 2
for concrete details). In the transformation the XSB default table negation operator



Tabling for P-log Probabilistic Query Evaluation 119

tnot/1 is used. In the transformation of random selection the auxiliary predicate pd/2
is used to define default probabilities, recording for each world what are the possi-
ble values Y for random attribute term a(t̄) . The execution of a deliberate action on
a(t̄) makes the corresponding intervene(a(t̄)) true, thereby blocking the generation
of random alternatives for attribute a(t̄). Also notice that our semantics is equivalent to
the semantics defined in [1] for the original P-log syntax. In fact, we reformulated the
transformation from the original paper to adapt it to the XASP syntax. For example,
the cardinality expression of Smodels language used in the original paper is replaced
with an even loop to generate stable models and rules for determining upper and lower
bounds. The rationale for the transformation can be found in [1].

Notice that the probabilistic information part of a P-log program, consisting of pa-
rules, is kept unchanged through the transformation

Example 2. For better understanding of the transformation, we provide here the result-
ing transformed program τ(Πdice) of Πdice described in example 1:

1. score(1). score(2). score(3). score(4). score(5). score(6).
2. dice(d1). dice(d2). owns(d1,mike). owns(d2,john).
3. false:-score(X),score(Y),dice(D),roll(D,X),roll(D,Y),X \= Y.
4. roll(D,X) :- dice(D), score(X), do(roll(D,X)).
5. intervene(roll(D)):-dice(D),score(X),do(roll(D,X)).
6. roll(D,X) :- dice(D), score(X),

tnot(intervene(roll(D))),tnot(neg_roll(D,X)).
7. neg_roll(D,X) :- dice(D), score(X),

tnot(intervene(roll(D))),tnot(roll(D,X)).
8. atLeastOne(r(D),D) :- dice(D), score(X), roll(D,X).
9. false :- dice(D), tnot(atLeastOne(r(D),D)).
10.pd(r(D),roll(D,X)) :- dice(D), score(X),

tnot(intervene(roll(D,X))).
11.pa(r(D),roll(D,6),d(1,4)) :- owns(D,mike).

Lines 1-2 are the transformation of sorts declaration. Lines 3-4 are the resulting code
of the transformation for attribute roll (regular part). Lines 5-10 are the result of the
transformation for the random selection part in line 5 ofΠdice. Line 11 is the probabilis-
tic information part, being kept unchanged from the original program (line 6 of Πdice).
Notice that the domain predicates score/1 and dice/1 were added in some rules (lines
3-10) for variables grounding purpose.

3 Examples of Application

In this section we describe several examples that have been tested in P-log(ASP) and
P-log(XSB). Several problems are easily solved using probabilistic knowledge, but here
we focus on how can inferences be drawn logically.

3.1 Cards Problem

Suppose there is a deck of cards divided into spades, hearts, diamonds and clubs. Each
suit contains a numbers and pictures. Numbers are from 1 to 10 and pictures are jack,
queen and king. What is the probability of having single pair at hand [16]?
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1. heart = {h(1..10), h(jack), h(queen), h(king)}.
spade = {s(1..10), s(jack), s(queen), s(king)}.
diamond = {d(1..10), d(jack), d(queen), d(king)}.
club = {c(1..10), c(jack), c(queen), c(king)}.

2. cards = union(heart,spade,diamond,club).
3. number = {1..5}.
4. draw : number --> cards.
5. random(r(N),draw(N),full):- true.
6. false :- same.
7. same :- draw(N1,X), draw(N2,X), N1 \= N2.
8. pair(N1,N2):-draw(N1,X1),draw(N2,X2),N1\=N2,sameValue(X1,X2).
9. sameValue(X,Y) :- X =.. [_|V], Y =.. [_|V].
10.singlePair :-

findall(pair(X,Y), pair(X,Y),[pair(C1,C2),pair(C2,C1)]).

Fig. 1: Cards Example

The corresponding P-log(XSB) program is shown in Figure 1. Lines 1-4 are dec-
laration of attributes. Line 5 is a random selection rule, saying that the distribution of
each attribute drawi is random. In this example, the same card cannot be drawn twice.
This condition is modelled by an ICt in line 6. Lines 8-10 capture the existence of a
single pair, namely, predicate pair(N1, N2) in line 8 says that the two different draw-
ings N1-th and N2-th provide a pair, i.e. give the same value (defined by predicate
sameV alue/2 in line 9), and line 10 says that there is only one pair, i.e. there are ex-
actly two different but commutative pairs of drawings that hold (implemented using
XSB built-in predicate findall/3).

Notice that in this example we use some built-in predicates of XSB that are
not supported by ASP such as (=..)/2 and findall/3. This feature enables our sys-
tem to be able to model more complicated problems. To model, for example, the
rule for sameV alue/2 in line 9, in P-log(ASP) we must use a number of rules for
grounding that rule. Probability of drawing a single pair is obtained by the query ?-
pr(singlePair,Vp). The system is supposed to provide the answer [16]: Vp =
0.422569. However, our system only manages to give the answer for the problem with
smaller size. Further discussion can be found in subsection 4.2.

3.2 Wetgrass Problem

Consider the Wetgrass example [10] in which all nodes are boolean random variables,
where the two possible values are denoted by t(true) and f(false). The corresponding
Bayesian Network can be found in Figure 2.

The corresponding P-log(XSB) program is shown in Figure 3. As we see in Figure 2,
the event grass is wet (W=true) has two possible causes: either the water sprinkler is
on (S=true) or it is raining (R=true). The domain declarations are described in lines
1-2. The attributes sprinkler, rain, cloudy and wetgrass are distributed randomly (line
3). The probabilistic relationships are captured by the Conditional Probability Tables
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C C = 0 C = 1
0.5 0.5

Cloudy

S S = 0 S = 1
C = 0 0.5 0.5
C = 1 0.9 0.1

Sprinkler
R R = 0 R = 1

C = 0 0.8 0.2
C = 1 0.2 0.8

Rain

W S R W = 0 W = 1
0 0 1 0
1 0 0.1 0.9
0 1 0.1 0.9
1 1 0.01 0.99

Wetgrass

Fig. 2: Bayesian Network for Wetgrass Example

(CPTs) in the diagram. The probabilistic information pa-clauses in line 4 represent the
conditional probabilities according to the CPTs table.

Suppose we observe that grass is wet. We want to know which one is the
more likely cause of wetgrass, raining or sprinkler. The probability of raining be-
ing true given wetgrass is true can be easily obtained mathematically Pr(R =
true|W = true) = 0.7079. Similarly, the probability of sprinkler being on given
wetgrass is true: Pr(S = true|W = true) = 0.4298. These exact values can be
found with the queries ?- pr(rain(t)’|’obs(wetgrass(t)),PR) and ?-
pr(sprinkler(t)’|’obs(wetgrass(t)),PS) 1, respectively.

Probabilistic Reasoning with P-log(XSB) We show how P-log(XSB) can be used as
a meta-level language for probabilistic reasoning. The example is extended with the
scenario represented in lines 5-9. Imagine that some students have finished their lectures
and they are planning to refresh themselves. They have to make decision on one of two
choices: going to the beach or the cinema (line 5). If it is not raining, they choose to go
to the beach (lines 6–7). Otherwise going to the cinema is the only option (line 8). The
probability of raining to be true is higher if it was raining last night (line 9). Based on
the observation, this morning they saw the grass was wet. So, what will they choose for
their refreshing moment?

This can be done with the query ?-refreshing(X). The system provides the
answer: X = goingToCinema since it was raining (line 8), which is based on the fact
that the probability of raining given that grass is wet is higher than the one of sprinkler
being on under the same condition (line 9).

3.3 Random blocks problem [15, 14]

A problem in the random blocks domain consists of a collection of locations, knowl-
edge of which locations left of and below each other, a set of blocks, and knowledge

1 The probability of A given B is computed using the query ?- pr(A ’|’ B, V).
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1. bool={t,f}.
2. cloudy:bool. rain:bool. sprinkler:bool. wetgrass:bool.
3. random(rc, cloudy, full). random(rr, rain, full).

random(rs, sprinkler, full). random(rw, wetgrass, full).
4. pa(rc,cloudy(t),d(1,2)). pa(rc,cloudy(f),d(1,2)).

pa(rs,sprinkler(t),d(1,2)) :- cloudy(f).
pa(rs,sprinkler(t),d(1,10)) :- cloudy(t).
pa(rr,rain(t),d(2,10)) :- cloudy(f).
pa(rr,rain(t),d(8,10)) :- cloudy(t).
pa(rw,wetgrass(t),d(0,1)) :- sprinkler(f),rain(f).
pa(rw,wetgrass(t),d(9,10)) :- sprinkler(t),rain(f).
pa(rw,wetgrass(t),d(9,10)) :- sprinkler(f),rain(t).
pa(rw,wetgrass(t),d(99,100)) :- sprinkler(t),rain(t).

5. refreshing(goingToBeach) :- goingToBeach.
refreshing(goingToCinema):- goingToCinema.

6. goingToBeach :- sunny.
7. sunny :- not raining.
8. goingToCinema :- raining.
9. raining :- pr(rain(t) ’|’ obs(wetgrass(t)),PR),

pr(sprinkler(t)’|’obs(wetgrass(t)),PS), PR > PS.

Fig. 3: Wetgrass example

of a location for each block. This problem was introduced in [15] to demonstrate the
performance of ACE , a system for probabilistic inference based on relational BNs. In
[14] it was used as a benchmark to compare latest P-log [12] to ACE (P-log is faster).

We use that problem to compare our system to the latest Plog. The representation
of the problem in Plog(XSB) syntax is straightforwardly adapted from the one in P-
log(ASP) [14]. Due to lack of space we will not show it here.

4 Implementation of the P-log(XSB) system

Our system consists of two main modules: transformation and probabilistic informa-
tion processing. The first module transforms an original P-log(XSB) program into an
appropriate form for further computation by the second module. Both modules were
developed on top of XSB Prolog [20], an extensively used and state-of-the-art logic
programming inference engine implementation, supporting the Well-Founded Seman-
tics (WFS) for normal logic programs.

The tabling mechanism [19] used by XSB not only provides significant decrease
in time complexity of logic program evaluation, but also allows for extending WFS
to other non-monotonic semantics. An example of this is the XASP interface (stand-
ing for XSB Answer Set Programming) which extends WFS with Smodels to compute
stable models [6]. In XASP, only the relevant part to the query of the program is sent
to Smodels for evaluation [11]. This allows us to maintain the relevance property for
queries over programs, something that ASP does not comply to [7]. ASP obtains all the
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complete stable models for the whole program, which might contain redundant infor-
mation for the evaluation of a particular query. Our approach of using XASP interface
sidesteps this issue, sending to Smodels only part of the program that is relevant to the
query.

The transformation module transforms the original P-log (XSB) program into a
XASP program using five transformation steps described in section 2. This program is
then used as the input of the Probabilistic Processing module which will compute all
stable models with necessary information for dealing with the query. Only predicates
for random attributes and probabilistic information, which have been coded by pred-
icates pd/2 as the default probability and pa/3 as the assigned probability are kept
in each stable model. In the current version of XASP, those literals are collected by a
(posterior) filter after all stable models were generated. This is improved in our system
by (ourselves) equipping XASP with a prior filter which enables it to generate stable
models with literals by need.

Having obtained stable models with necessary information, the system is ready
to answer queries about probabilistic information coded inside the program. Besides
queries in form of ASP formulas, our system was extended to be able to answer queries
in the form of Prolog predicates which can be defined in a variety of ways. The code
for defining the predicate can be included in the original P-log(XSB) program, in a sep-
arated XSB prolog program or even asserted into the system. This feature enables us to
give very complicated queries which is difficult or even impossible for P-log(ASP) to
tackle, e.g. singlerPair in the Cards problem. The implementation of this new feature
can be done easily with XASP, using the query as a filter for ruling out unsatisfied stable
models. In addition, arguing that the system’s users usually need to query the program
with a number of goals for different kinds of probabilistic information, the system is
optimized for answering several queries. In this way the meta-queries illustrated in the
previous Wetgrass example can be executed faster, enabling the construction of more
sophisticated knowledge bases making use of probabilistic reasoning. Technically, this
has been done by memorizing predicates used for processing queries. That means for
most of predicates necessary for processing probabilistic queries, we only have to com-
pute them once and reuse the results later without further computation. Moreover, since
in the implementation of conditional probability, probabilities of two queries must be
computed [1], it benefits even more from the tabling mechanism. The good effects of
this choice are clear and discussed below.

4.1 Analysis of implementation

Based on the formalisms in section 2 we have successfully implemented P-log in XSB
using XASP. In addition, we have compared some computation results of our system to
the P-log(ASP) current version [12].

4.2 Evaluation

In this section we describe some benchmark problems used to compare the performance
of our implementation in XASP with the one of P-log(ASP). We use the same examples
described above, just with greater size. For clarity, we denote by Dice〈D,X〉 the Dice
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example with D dice and each dice having X scores;Cards〈D,X〉 – Card example with
D drawn cards and X cards on the deck; Block〈D,X〉 – Random block example with
D blocks and X locations. Since the probability of a formula w.r.t. a program depends
on stable models in which it is true and those models can be obtained by combining
the ones of its atomic elements, we can use just the set of atomic formulas, for example
roll(d1, i) and roll(d2, i) (i = 1, . . . , 20) in Dice〈2, 20〉, for testing the performance
of the systems, reflecting the performance of any formulas.

Table 1 shows the number of stable models, time for the first run, average time
from second to tenth runs as well as average time of ten runs of atomic queries (queries
for atomic formulas) w.r.t. P-log(XSB) and P-log(ASP) on a computer running Linux
Ubuntu 8.10, 1.8 Ghz core 2 dual, and 2 GByte of RAM. The P-log(XSB) system was
run on XSB 3.2. Both systems use Smodels 2.33, Lparse-1.1.1. Notice that since we use
a set of atomic queries for comparison, only relevant part of the examples which does
not contain P-log(ASP) unsupported constructs is necessary for the P-log(ASP) site.

We have run with a number of sets of ten randomly selected atomic queries in both
systems and realized that the relative performance of the systems did not depend on the
selected sets. This is because of the way the probability of formulas is computed: in
any case, the unnormalized probability of every stable model of the program must be
computed, and then reused for each stable model in the list of the ones that satisfy the
formula. Also note that in our system it is possible to run all ten queries at once, making
a conjunctive query with those ten queries in the body, and the performance is identical
to the one obtained by running the queries separately. However, this is not the case with
P-log(ASP) where the queries have to be run separately. We consider only the total time
of computing stable models and deriving the answers. The time of transformation is
considerably small on both systems, thus being ignored.

Table 1: Benchmark

P-Log(XSB) P-Log(ASP)

Examples
Number of

First Run Second Run
Average Average

First Run Second Run
Average Average

Stable Models (10 times) (2nd - 10th) (10 times) (2nd - 10th)
Dice〈2, 20〉 400 0.1160 0.0120 0.0216 0.0111 0.07 0.03 0.0456 0.0411
Dice〈2, 50〉 2,500 3.7880 0.1000 0.4872 0.1204 0.71 0.72 0.7189 0.72
Dice〈2, 100〉 10,000 88.2490 0.6600 9.4181 0.6591 7.41 7.41 Down in 6th run
Cards〈5, 8〉 6,720 1.5520 0.3360 0.3764 0.2458 0.63 0.66 0.6367 0.6378
Cards〈5, 10〉 30,240 8.1320 1.7000 2.1221 1.4543 3.68 3.69 Down in 7th run
Cards〈5, 11〉 55,440 15.9440 3.2970 4.7246 3.4780 7.64 7.52 Down in 4th run
Cards〈5, 12〉 95,040 29.3250 6.0010 8.6161 6.3151 14.49 Down - -
Block〈3, 22〉 9,240 6.3440 0.5000 0.9724 0.3756 1.72 1.7 1.7033 1.7
Block〈3, 30〉 24,360 24.5290 1.6280 3.4518 1.1099 6.39 6.37 Down in 5th run
Block〈3, 35〉 39,270 48.0030 2.9200 6.5396 1.9326 12.37 17.88 Down in 3th run
Block〈3, 40〉 59,280 89.2610 4.9880 12.5167 3.9896 25.92 Down - -

According to the results, for the first run, our system is about 1.5 to 2 times slower
than P-log(ASP), except for Dice〈2, 100〉 where ours is 11 times slower. This is due to
the fact that the cardinality constraints of Smodels language have not been available for
the current version of XASP (namely, xnmr int interface). As discussed in Section 2
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we need additional rules for determining upper and lower bounds of the constraints,
resulting in that the larger cardinality interval is, the worse the performance of our
system is. However, from the second time on, ours is faster, namely, from 3 to 9 times if
the first one not being taken into account and from 2 to 5 times otherwise. Therefore, the
more probabilistic information we need to extract from the knowledge base, the more
useful our system is. Furthermore, P-log(XSB) is more stable (see the cases where P-
log(ASP) crashes (denoted by Down)).

5 Conclusions and Future Work

We have described our approach for re-implementing P-log in XSB using XASP. With
XASP, the relevance of the system is maintained, thus Smodels only needs to work
with the relevant part and derives only necessary information for further processing. In
addition, the tabling mechanism of XSB significantly decreases the computation time
of the system by reusing the computations having been done. By comparing the two
systems using some benchmarks, we have shown that although our system is slower for
the first query, it is much faster for the subsequent queries.

We have extended P-log with new features, first of all, to query the system with more
expressive queries not supported in original version. This feature enables users with a
very powerful way to gain necessary information from the knowledge base. Further-
more, in many practical problems the domain of one attribute needs to be represented
by, e.g. union, intersection, of other domains. Hence, some set operations for domain
definition equipped in our system make the users easier in representing those problems.

In our implementation, we have made some important changes in XASP package,
namely, xnmr int interface, which result in a better performance of the system. We
also plan to improve xnmr int in order to accept the full lparse syntax, particularly the
cardinality constraints. We expect that in this way our system will obtain a comparable
performance for the first run.

In general, the approach to probabilistic reasoning by deriving all possible worlds
has to deal with a very big list of stable models with a number of predicates. In any
cases, we have to compute the unnormalized probability for each stable model of the
list. Since the computation can be done in parallel, the performance of the system would
very much benefit from multicore CPU computers by using multi-threading, which is
very efficient in XSB, from version 3.0 [20]. This approach will be explored in our
next version. We also envisage to explore properties of the transformed programs in
order to control the exponential blow-up of stable models, w.r.t. some specific cases,
e.g. programs resulting from the transformation of poly-tree Bayes Networks.

Last but not least, it is worth mentioning that our system has been successfully
integrated in several XSB Prolog systems such as ACORDA [17], Evolution Prospec-
tion Agents system [18], for modelling uncertainty in decision making. Those systems
employ several kinds of preferences which require probabilistic information. We may
prefer one abducible to the other if the first one has greater probability, or one outcome
to the other if the probability of the first one to occur is greater than the other one.
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Abstract. The main idea behind the Semantic Web is the representation of 
knowledge in an explicit and formal way. This is done using ontology 
representation languages as OWL, which is based on Description Logics and 
other logic formalisms. One of the main objectives with this kind of knowledge 
representation is that it can then be used for reasoning. But the way reasoning is 
done in the Semantic Web technology is very strict, defining only a right and 
wrong view of the world. The real world is uncertain and humans have learned 
how to deal with this crucial aspect. In this paper, we present an approach to 
reasoning with uncertainty information in the Semantic Web. We have applied 
Markov Logic, which is able to reason with uncertainty information, to several 
Semantic Web ontologies, showing that it can be used in several applications. 
We also describe the main challenges for reasoning with uncertainty in the 
Semantic Web. 

Keywords: Semantic Web, Probabilistic Reasoning, Markov Logic. 

1 Introduction 

The idea of the Semantic Web [1] envisions a world where agents share and transfer 
structured knowledge in an open and semi-automatic way. In most of the cases, this 
knowledge is characterized by uncertainty. However, Semantic Web languages like 
OWL1 do not provide any means of dealing with this uncertainty. They are mainly 
based on crisp logic, unable of dealing with partial and incomplete knowledge. 
Reasoning in the Semantic Web resigns to a deterministic process of verifying if 
statements are true or false.  

In the last years, some efforts have been made in representing and reasoning with 
uncertainty in the Semantic Web (see [2] for a complete overview about the subject). 
These works are mainly focused on how to extend the logics behind Semantic Web 
languages to the probabilistic/possibilistic/fuzzy logics, or on how to combine these 
languages with probabilistic formalisms like Bayesian Networks. In all of these 

                                                           
1 http://www.w3.org/TR/owl-features/ 
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approaches, this is achieved by annotating the ontologies with some kind of 
uncertainty information about its axioms, using this information to perform 
uncertainty reasoning. Nevertheless, several questions arise: how are these 
uncertainties asserted? How can reasoning be done with this uncertainty information?  

One promising approach to reasoning with uncertainty is Markov Logic [3]. In this 
type of logic there is no right and wrong world, there are multiple worlds with 
different degrees of probability. Markov Logic is based in first-order logic and 
probabilistic graphical models to deliver the probability of a given logic formula. This 
type of logic has been applied to several application domains [3] and has show to be 
robust and able to deal with uncertain knowledge. 

In our work, we are studying how we can reason about uncertainty in OWL 
ontologies without any kind of uncertainty associated. In this paper, we describe an 
approach that uses Markov Logic to accomplish this task. First, the ontology is 
interpreted as first-order logic, and ontology individuals are used to learn the 
uncertainty of the resulting formulas. Next, we use Markov Logic inference 
capabilities to perform approximate probabilistic reasoning in the resulting model. We 
present several experiments of this approach with different OWL ontologies. 

All the capabilities described in this paper are implemented in Incerto2, an open 
source probabilistic reasoner for the Semantic Web.   

The next sections introduce the concepts of Semantic Web and Markov Logic. 
Section 4 describes our approach to the transformation of OWL into Markov Logic. 
Section 5 presents the experimental work done and its main results. We finalize this 
paper by describing future work and conclusions of our work. 

2 Semantic Web 

In the current web, while it is easy to a human infer the meaning of objects in a web 
page, to a machine this task is not so easy, being only possible to interpret the 
keywords and links of those objects. The Semantic Web [1] tries to fill this 
knowledge gap between human and machines by adding background knowledge to 
the web, allowing machines to infer the real meaning of objects. This background 
knowledge is usually expressed by ontologies [4], i.e., sets of knowledge terms for 
some particular topic, including the vocabulary, semantic interconnections, and rules 
of logic/inference of those terms.  

The most prominent markup language proposed by the W3C to model ontologies in 
the Semantic Web is the Web Ontology Language3 (OWL). OWL provides an 
expressive shared vocabulary to represent knowledge in the Semantic Web. This 
vocabulary allows expressing axioms about classes, properties, and individuals of the 
domain. In this paper, we will focus on OWL24 [5], the new version of OWL 
proposed by the W3C, which subsumes the decidable subsets of the original OWL 

                                                           
2 http://code.google.com/p/incerto/ 
3 http://www.w3.org/2004/OWL/ 
4 http://www.w3.org/TR/owl2-quick-reference/ 
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(OWL-DL and OWL-Lite). 
OWL2 is based on the Description logic SROIQ(D) [5]. Description logics [6]  

are a family of logical languages specially designed to model terminological domains. 
Formulas in Description Logics are composed by two symbols: concepts (i.e., sets of 
individuals) and roles (i.e., relationships between individuals). A relevant feature of 
Description Logics is their separation of knowledge bases in two distinct parts: the 
intensional knowledge in the form of a terminology, called Terminological Box 
(TBox), and the extensional knowledge, called Assertional Box (ABox). The TBox 
provides the vocabulary, in terms of concepts and rules, of the knowledge base. This 
is usually done by defining concepts using the logical equivalence constructor (e.g., ����� ≡ ��	
�� ⊓ ����
�). The Abox uses the TBox vocabulary to make 
assertions about individuals (e.g. �����(����)). 

3 Markov Logic 

Markov Logic [3] combines first-order logic and probabilistic graphical models 
(Markov networks [7]) in the same representation. The main idea behind Markov 
Logic is that, unlike first-order logic, a world that violates a formula is not invalid, but 
only less probable. This is done by attaching weights to first-order logic formulas: the 
higher the weight, the bigger is the difference between a world that satisfies the 
formula and one that does not, other things been equal. These sets of weighted 
formulas are called Markov Logic networks (MLNs). Given a set of constants (i.e., 
individuals) of the domain and an interpretation, the groundings of the formulas in an 
MLN can generate a Markov network by adding a variable for each ground atom, an 
edge if two ground atoms appear in the same formula, and a feature for each grounded 
formula. The probability distribution of the network is defined as 

P(� = �) = 1� ��� ������(�)
�

���
 , (1) 

where � is the number of formulas in the MLN, ��(�) is the (binary) number of true 
groundings of �� in the world �, �� is the weight of ��, and � is a normalizing 
constant. 

There are two relevant tasks of Markov Logic for this work: weight learning and 
inference. 

3.1 Weight Learning 

Given an MLN without weights and a set of example data composed by individuals of 
the domain, weights can be learned generatively by maximizing the pseudo-log-
likelihood [8] of that data. Basically, it is an iterative process where if the model 
predicts that a formula is true less often than it really is in the data, the weight is 
increased; otherwise, it is decreased. The pseudo-log-likelihood of world � given 
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weight � is defined as 

log �%∗(� = �) =�log�%(�� = �'|
�

�)(��)), (2) 

where �' is the truth value of variable ', and �)(��) is the truth values of the 
neighbors of '. 
3.2 Inference 

The most interesting inference task in Markov Logic is to find the marginal and 
conditional probabilities of a formula given an MLN and possibly other formulas as 
evidence. Since exact inference can be too difficult in large domains, approximate 
inference algorithms, like those based on randomized sampling (e.g., Markov Chain 
Monte Carlo [7] (MCMC)), are usually used. However, MCMC is not efficient in 
domains where formulas with deterministic or near-deterministic dependencies exist 
(e.g., formulas with infinite weight) because these areas of the search space can be 
very difficult to traverse by simple flipping the value of the non-evidence variables. 
To solve this problem, we can use MC-SAT [9], a combination of MCMC and the 
SampleSAT satisfiability solver [10]. MC-SAT uses slice sampling to help capturing 
the dependencies between variables, allowing jumping from these difficult areas. 

4 Markov Logic for the Semantic Web 

As we previously seen, MLNs are formed by a set of weighted first-order logic 
formulas. If we want to use Markov Logic in the Semantic Web, we have to 
determine where these formulas and weights come from. 

4.1 Formulas 

The Semantic Web language used in this work (OWL2) is based on the Description 
Logic SROIQ(D). One characteristic of Description Logic languages is that they 
follow a model-theoretic semantics [6], and therefore can (in most of the cases) be 
interpreted as formulas in first-order logic. The main idea behind this interpretation is 
that concepts correspond to unary predicates, roles to binary predicates, and 
individuals correspond to constants. In our case, SROIQ(D) can be easily 
interpreted as first order formulas. Some examples of these translations are provided 
(Table 1). 
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Table 1. OWL2 examples of interpretation as first-order logic formulas. A complete 
description of the interpretation can be found on the Incerto website5. 

OWL2 Expression First-order logic formula *+,-
�

./(-0�, -01) ∀� ∶ -0�(�) ⇒ -01(�) 5	��
'6'7��	���	68(.�0) ∀�, 8, 9 ∶ .�0(�, 8) ∧ .�0(8, 9) ⇒ .�0(�, 9) -
�

�

�	6'��(-0, �) -0(�) 
4.2 Weights 

The most obvious way to acquire the uncertainty from an ontology is to delegate this 
task to the ontology creators. This is the approach used by other works [2]. However, 
creating and maintaining large uncertainty-annotated ontologies can be a cumbersome 
and difficult task, invalidating all the gains that could arise from the annotation. This 
fact raises the need for developing mechanisms to learn this uncertainty 
automatically. This can be useful not only to help users when creating uncertain 
ontologies, but also to gain access to the vast number of non-annotated ontologies 
already available. 

In this paper, we explore the use of the weight learning capabilities of Markov 
Logic to learn uncertainty information. As previously seen, in Markov Logic, 
formulas’ weights can be learned generatively through example data. This example 
data comprises individuals of the domain and their relations. In the case of OWL2, 
this corresponds to the ABox of the ontology. Therefore, the ABox can be interpreted 
as ground atoms, and weights can be learned with that information. 

5 Experimental Analysis 

In this section, we present our experiences on using Markov Logic to learn and reason 
about uncertainty in OWL2 ontologies. The main objective of these experiments is to 
show the feasibility of our approach in real-world domains. All the experiences were 
made with Incerto, using Alchemy6 [11] as the Markov Logic engine. All the 
ontologies and results of the experiences can be also found on the Incerto website7.  

5.1 The Financial Experiment 

Evaluation Procedure and Data Set. Uncertainty reasoning is very important in 
discovering hidden knowledge in risk assessment domains. In this experiment, we 
will use a financial ontology, GoldDLP8, to assess the risk of certain financial 
operations. In this ontology, there is information about a bank that offers services like 

                                                           
5 http://code.google.com/p/incerto/wiki/OWL2FOL 
6 http://alchemy.cs.washington.edu/ 
7 http://code.google.com/p/incerto/wiki/EPIA2009Experimentation 
8 http://www.cs.put.poznan.pl/alawrynowicz/semintec.htm 
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loans and credit cards to private persons. The ontology contains 116 class/property 
axioms and 297 individuals, mainly distributed between accounts, clients, credit 
cards, and loans. One of the most interesting tasks in this domain is to determine if a 
given loan is a problematic loan. There is an OWL class responsible for that 
information, named ProblemLoan, and some axioms about that class (e.g., 
ProblemLoan is the complement of OkLoan). The main task in this experiment is to 
determine each loan’s probability of being a ProblemLoan. 

Experimental Results. Using generative learning and MC-SAT, we found that nine 
loans have a probability >90% of satisfying the conditions necessary for being a 
ProblemLoan. If we compare the results with a non-probabilistic reasoner, like Pellet9 
[12], these are the same nine individuals identified deterministically by it. However, 
our approach returns some more interesting results that were not identified by Pellet. 
All the other loans have a probability between 35-39% of satisfying the conditions of 
ProblemLoan. This information is valuable because, roughly speaking, it 
demonstrates that any loan has an associated probability of being a problematic loan. 
This kind of results cannot be achieved using non-probabilistic reasoning, and 
therefore demonstrates the necessity of probabilistic reasoning to have a more 
profound understanding about the domain. However, if we use an existent Semantic 
Web probabilistic reasoner (e.g., Pronto10 [13]), its results are the same of a non-
probabilistic one, since the ontology does not contain any information about the 
uncertainty of its axioms. 

5.2 The Social Network Experiment 

One of the most used Semantic Web vocabularies is the Friend of a Friend11 (FOAF) 
vocabulary. This vocabulary allows describing social network data (i.e., persons and 
their relations) in OWL, with special incentive in linking users from different social 
networks. There are several web-based social networks that provide information about 
their users in FOAF (see Mindswap12 for a comprehensive list), and some projects are 
already exploiting that information (e.g., Google Social Graph API13).  

The objective of this experiment is to use Markov Logic to explore the relational 
structure of FOAF networks. As data set, we choose Advogato14, a social network of 
free software developers. Advogato provides three interesting FOAF properties to our 
analysis: foaf:knows(x,y), meaning that user x knows user y; foaf:currentProject(x,y), 
meaning that user x is currently working in project y; and foaf:member(x,y), meaning 
that user x is member of the group y. After gathering and processing all the available 
FOAF profiles, we had a total of 6688 individuals, representing 4198 users, 2487 
projects, and 3 groups. Based on the Link Mining literature [14][15], we identified 

                                                           
9 http://pellet.owldl.com/ 
10 http://pellet.owldl.com/pronto 
11 http://www.foaf-project.org/ 
12 http://trust.mindswap.org 
13 http://code.google.com/apis/socialgraph/ 
14 http://advogato.org/ 
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three interesting tasks to our experiment: link prediction, link-based classification, 
and link-based cluster analysis. 

5.2.1 Link Prediction 

Link prediction [14] is the problem of predicting the existence of a link between two 
objects based on the relations of the object with other objects. In our domain, we are 
particularly interested in predicting the acquaintance between users, i.e., the 
foaf:knows property. For this purpose, based on our common sense about the domain, 
we defined three simple first-order logic rules to perform this task: 

Table 2. Link prediction rules. 

Weight Formula 

0.09 ;���
(�, 8) ∧ ;���
(8, 9) ⇒ ;���
(�, 9) 
2.70 ;���
(�, 8) ⇔ ;���
(8, �) 
1.11 =+		��6�	�>�=6(�, 9) ∧ =+		��6�	�>�=6(8, 9) ⇒ ;���
(�, 8) 

The first two rules define knows as a transitive and symmetric property, 
respectively, while the last rule states that if two persons work on the same project, 
they probably know each other. Weights were learned generatively with all the 
individuals available. To better describe the results of the link prediction, we 
developed a simple artificial example composed by 9 users and 3 projects. Next, using 
MC-SAT, we queried for the conditional probabilities of the foaf:knows property for 
all those users. A graphical representation of the example, accompanied by a table 
with the results, is provided. 

Fig. 1. Graphical representation of the artificial example. Users are represented by circles (A-I) 
and projects by squares (P1-P3). Black directed edges represent the foaf:knows relation, while 

gray undirected edges represent the foaf:currentProject relation. 
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Table 3. foaf:knows(x,y) results of the previous example. Columns represent the x, lines the y 
(e.g., P(foaf:knows(A,G)) = 0.90). 

 A B C D E F G H I 

A 0.83 0.97 0.95 0.93 0.48 0.50 0.91 0.82 0.47 
B 1.00 0.97 0.48 0.50 0.44 0.43 1.00 0.98 0.48 
C 1.00 0.49 0.93 1.00 0.97 1.00 0.44 0.46 0.47 
D 1.00 0.50 0.98 0.84 0.47 0.48 0.50 0.50 0.92 
E 0.46 0.44 1.00 0.48 0.86 0.86 0.45 0.43 0.41 
F 0.48 0.43 1.00 0.48 0.85 0.86 0.43 0.43 0.41 
G 0.90 1.00 0.46 0.49 0.45 0.43 0.84 0.89 0.42 
H 0.83 1.00 0.49 0.51 0.43 0.45 0.89 0.83 0.45 
I 0.49 0.45 0.46 1.00 0.40 0.42 0.42 0.44 0.59 

Some interesting results can be seen in this example: 

─ knows(A,G) is greater than knows(A,F), even if both users are at the same 
distance from A. The only difference between them is that G works in the same 
project than A, getting a bigger probability; 

─ knows(D,A), knows(C,A), and knows(C,D) have big probabilities, mostly 
because the symmetry of knows. However, the probability of knows(C,D) is the 
greatest, since both users also work in the same project, P3; 

─ Since H and F doesn’t share any direct connection, the probability of 
knows(H,F) is low, but not null. 

5.2.2 Link-based Classification 

The main task in link-based classification [15] is to predict the category of an object 
based on the relations of that object with other objects. In our domain, there are three 
groups of users related to the experience of the user in the community: Apprentice, 
Journeyer, and Master. These groups are expressed through the foaf:member 
property. The objective of this experiment is to predict each user’s group based on 
their connections to other users. For this purpose, we defined another simple rule that 
uses the relationship between users expressed on the three previous rules: 

Table 4. Link-based classification rule. 

Weight Formula 

0.19 ;���
(�, 8) ∧ ���,�	(�, 9) ⇒ ���,�	(8, 9) 
This rule states that the group of a user is influenced by the groups of the users that 

he knows. The weight of the rule was learned generatively in conjunction with the 
three rules of the previous experiment (their weights remained very similar). Next, we 
extracted a random sub-network composed by 172 users (11 Apprentices, 55 
Journeyers, 93 Masters) and 54 projects and randomly removed the group information 
to 27% of the users (i.e., 47 users). With the rules of Table 2 and Table 4 and the sub-



Learning and Reasoning about Uncertainty in the Semantic Web  135 

 

network individuals, we used MC-SAT to predict the membership of the missing 
group users. The results can be seen in the next table. 

Table 5. Link-based classification results. Between brackets is the number of individuals of the 
group. 

Group Specificity Precision Recall F-measure 

Apprentice (4) 0.98 0 0 0 
Journeyer (15) 0.97 0.83 0.33 0.48 
Master (28) 0.37 0.7 1 0.82 

Weighted Avg 0.61 0.68 0.70 0.64 

Good results can be achieved on predicting user’s groups taking only in account 
the relational structure of the network. The bad results on predicting the Apprentice 
group are probably derived from the small number of elements of that group in the 
test network. The results could be probably improved if other non-relational 
information about users was provided (e.g., nationality, age, sex). 

5.2.3 Link-based cluster analysis 

In the last experiment, we had seen how to classify users in a set of predefined 
groups. However, in some cases, the information about groups is not available and we 
still need to segment the users. The goal of link-based cluster analysis [15] is to 
cluster objects into groups that show similar relational characteristics. In our domain, 
it is interesting to cluster users given their acquaintances with other users. For this 
task, we can use the three rules presented in the link prediction task, since they can 
gave us a relational matrix of the foaf:knows property for all the users (i.e., the 
probability of all the users know each other). Using the same sub-network of the last 
task (172 users and 54 projects), we used MC-SAT with the previously referred rules 
to predict the foaf:knows property for all the 172 users. With those results, we applied 
two distinct clustering techniques: the general purpose k-means clustering algorithm 
[16], and the Markov Cluster Algorithm15 (MCA) [17], an unsupervised graph 
clustering algorithm. 

After some initial experimentation, we defined the number of desired clusters in 
the k-means algorithm to 3, and the inflation property of the MCA to 1.6 (which also 
produces 3 clusters). Since the initialization of cluster centroids in k-means is random, 
the algorithm was run 100 times and the best solution is the one presented. Table 6 
provides the cluster sizes and the number of shared members between solutions. 

Even if the underlying techniques are conceptually distinct, both solutions provide 
similar clusters, both in size and composition. The biggest clusters from both 
solutions (C1 and K1) are very similar, as well the second biggest clusters (C2 and 
K2). 

 
 

                                                           
15 http://micans.org/mcl/ 



136 P. Oliveira, P. Gomes 

 

Table 6. Link-based clustering analysis results. The table represents the number of shared 
members between the clusters of the two algorithms (e.g., cluster C2 and K2 share 25 

individuals). Between brackets is the size of each cluster. 

 K-means 

K1 (114) K2 (47) K3 (11) 

MCA 

C1 (135) 102 22 11 

C2 (30) 5 25 0 

C3 (7) 7 0 0 

6 Future Work 

During our experimentations, we had some problems in finding interesting ontologies 
with a sufficient number of individuals that allowed learning the weights with some 
confidence in the results. This is mainly due to the fact that a large number of 
Semantic Web ontologies currently available were made to model pure terminological 
domains, with the main objective of answer questions about concepts and not 
individuals. In these ontologies, we have to find other ways of gathering information 
to learn the uncertainty of the axioms. We identified four main approaches to tackle 
this problem: 

• Learn individuals. This is the task studied in the field of ontology population [18]. 
By using previously trained classifiers or general syntactic rules, we can extract 
information about ontology individuals and their relations from textual corpus. 
Other way of populating ontologies is through the analysis of structured data, like 
relational databases or other ontologies. In this case, mappings [19] must be made 
between the structured data objects and the entities of the ontology. 

• Learn the uncertainties directly from textual corpus. This is done by analyzing 
textual corpus for patterns like “70% of A is B” or “Most of the A’s are B’s”. This 
can be done again by using previously trained classifiers or general syntactic rules. 

• Use the structure of the ontology. The structure of the ontology can provide 
interesting information about the uncertainty of its axioms. Some other works [20] 
[21] already explored similar approaches in ontologies, however with distinct 
objectives than ours. The field of network analysis [22] can provide us with some 
interesting concepts that can be potentially transferred to our specific case. 

• Collective learning of weights. The idea is to learn the weights collectively from 
multiple ontologies about the same domain. This task can be achieved by exploring 
techniques from collective learning fields, like relational reinforcement learning 
[23]. 
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7 Conclusions 

In this paper, we have described an approach to the use of uncertainty reasoning in the 
Semantic Web using Markov Logic. We have shown how it can be used in practice to 
perform reasoning with OWL2 ontologies. Our approach enables the reasoning with 
uncertainty in the Semantic Web with a scalability factor that current tools do not 
provide. The presented work also addresses an important research question: how to 
derive uncertainty information from an ontology. The approach for producing this 
information is based on Markov Logic abilities to represent the world uncertainty. We 
think that our work constitutes a step forward in the creation of robust reasoning 
mechanisms for the Semantic Web. 
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Abstract. Data Warehouses (DWs) are repositories containing the uni-
fied history of an enterprise used by decision makers for performance
measurement and decision support. The data must be Extracted from
heterogeneous information sources, Transformed and integrated to be
Loaded (ETL) into the DW, using ETL tools, which are mainly proce-
dural. This means that the knowledge of the procedures and adopted
policies are hidden in several programs (written in different languages
and paradigms). We propose a development of a framework to declar-
atively model the ETL process, including the semantic correspondence
between schema’s components, to provide a better understanding of the
semantic associated with the ETL process. A prototype, based on con-
textual logic programming with persistence, is presented.

1 Introduction

A Data Warehouse (DW) is an integrated data repository that represents the
unified history of an enterprise at a suitable level of detail to be useful for
analysis [1]. The data must be Extracted from different information sources,
Transformed and integrated to be Loaded (ETL) into the DW. DW data is
then delivered to Data Marts (DM), probably with some more changes. DMs
are subsets of DW data designed to serve specific demands of a particular group
of users. Moreover, a DW or a DM should be created and accessed through
metadata that provides detailed documentation for data in the DW system,
such as applied transformations and origin of data.

The design and population of DW through ETL processes is a difficult and
time-consuming task involving considerable cost in human and financial re-
sources. Data models complexity expands both in sources and in DW, which
gives rise to the difficulty of managing and understanding these models [2, 3];
and data volumes growing at a significant pace. Although there are specialised
tools with graphical interface to do the mapping between the source information
and the DW system, they are mostly procedural. This means that the knowledge
of procedures and policies are hidden in diverse codes, which are totally depen-
dent on experts and technicians. These tools focus strongly on data movement,
as the models are only used as a means to this aim.
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An ETL process, for building a DW system, is not concerned just with map-
ping between schemata, but also with an effective data integration that expresses
a unified view of the enterprise. In this context, it is crucial to have a conceptual
reference model [4–6]. A Reference Model (RM) is an abstract framework that
provides a common semantic that can be used to guide the development of other
models and help with data consistency [5].

It is proposed in [7] to take a declarative approach, which is based on making
clear the relationship between data sources and DW using correspondence asser-
tions and taking into account the Reference Model, independently of the ETL
process involved. Furthermore, the ETL process itself can use this information.

A proof-of-concept prototype, which is the basis of this paper, has been im-
plemented using a standard programming language Prolog, as well as a logic pro-
gramming framework called Information Systems COnstruction language (ISCO).
ISCO is based on a Contextual and Constraint Logic Programing [8]. It allows
the construction of information systems, which can transparently access data
from various heterogeneous sources in a uniform way, like a mediator system [9].
This paper describes as ISCO can be used to access data in a reference model-
based warehousing environment.

The remainder of this paper is structured as follows. Section 2 shows the
workings of conceptual design of the ETL processes as well as the motivation to
this research. Section 3 describes our reference model-based data warehouse ar-
chitecture. Contextual Logic Programming and ISCO tool are briefly approached
in Section 4. Section 5 deals with the issue of modelling and representation in the
data warehouse and ISCO framework. Section 6 illustrates some details of im-
plementation. The paper ends with Section 7, which points out the new features
of the approach presented here and planned future work on this topic.

2 Research motivation

Nowadays, there is a plethora of commercial ETL tools in the market place, but
very few of them are from academic work. Most of the tools suggest reduced
support at the conceptual level.

In the academic area, ETL research for DW environment is focused mainly on
the process modelling concepts, data extraction and transformation, and clean-
ing frameworks [10–12]. So far, the authors of this paper are not aware of any
research that precisely deals with both mappings (structural and instance) be-
tween the sources and the DW, and with the problem of semantic heterogeneity
in a whole conceptual level. There are few prototypes, which usually are imple-
mented to perform technical demonstration and validation of the developed re-
search work [13, 11]. As example of works that developed some implementation,
we quote [4, 14, 15]. Reference in [4] presents a methodology that was applied
in the TELECOM ITALIA framework. Similar to our work, their proposal in-
clude a reference model (cited as “enterprise model”) designed using an Enriched
Entity-Relationship (EER) model. Their prototype focused on logical schemata
and on data movement, any transformation (e.g. restructuring of schema and
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values) or mapping of instances were deferred for the logical level. In our ap-
proach everything stays at the conceptual level. References [14, 15] use ontologies
as a common data model to deal with the data integration problem. Skoutas and
Simitsis in [14] use a graph-based representation to define the schemata (source
and DW) and an ontology, described in OWL-DL. Based on this ontology and
the annotated graphs, automated reasoning techniques are used to infer cor-
respondences and conflicts between schemata. Salguero et. al. in [15] extended
OWL with temporal and spatial elements, and used the annotation properties
of OWL to store metadata about the temporal features of information sources.
References [14, 15] mentioned nothing about the mapping of instances, neither
they use a reference model in their architecture.

In a data integration scenario, other than DW, there are several works avail-
able, mainly to establish the structural mapping between the sources and the
global schema (see [16–18] for a survey.); and some works involving the prob-
lem to map instances that represent the same entity in the real-world, the in-
stance matching problem (see [18, 19] for a survey.). Approaches for structural
matching of schemata focus on schema matching, i.e., on (semi-) automatically
identifying semantic correspondences between schema components. In order to
do this, the proposed techniques ([20–22]) exploit several kinds of information,
including schema characteristics, background knowledge from dictionaries and
thesauri, and characteristics of data instances. Approaches for dealing with the
instance matching problem cover several kinds of data, such as object, tuples,
web data, etc., and many different strategies, including look-up tables, heuris-
tics, etc.. These topics were not considered in our research, as we focused on
making explicit the relationship between schemas (in terms of both structure
and instance).

In the ETL market, some approaches focus on code generation from spec-
ifications of mapping and data movement, which are designed by Information
Technology (IT) specialists using graphical interfaces [23]. It is the case, e.g., of
Pentaho Kettle, an open-source ETL tool, which has an easy-to-use graphical
interface and a rich transformation library, but the designer only works with
pieces of structures. Others ETL approaches focus on representation of ETL
processes [23, 24]. Orchid [24], for instance, is a system part of IBM Information
Server that facilitates the conversion from schema mappings to ETL processes
and vice-versa. Some Database Management Systems (DBMS) vendors have em-
bedded ETL capabilities in their products, using the database as ”engine” and
Structured Query Language (SQL) as supporting language.

Also in market ETL tools can be found that do not depend on any partic-
ular database technology, allowing easy integration with Business Intelligence
(BI) projects deployment (e.g. Oracle Data Integration). Further, there are ETL
tools metadata-driven, which are becoming the current trend with ETL data
processing. This approach addresses complexity, meets performance needs, and
also enables re-use. Informatica PowerCenter was the pioneer. Many of these
tools have integrated metadata repositories that can synchronise metadata from
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(source) systems, databases and other BI tools. The metadata is represented by
proprietary scripting languages, which run within a centralised ETL server [25].

Essentially, the ETL tools are procedural. This means that the knowledge
of the procedures and adopted policies are hidden in several programs (written
in different languages and paradigms), as well as it is strongly dependent on
experts and technicians. An other feature in the ETL process is that the data
and business rules evolve requiring the ETL code to be modified and maintained
properly. An additional difficulty occurs when ETL tools are used in a data
integration context, since each one manages metadata differently. Furthermore,
there is not a standard to draw models or to describe data.

This work intends to address the problems stated above. The research focuses
on a declarative approach, since a logic-based formalism allow us to deal with the
complexity of managing data warehouses and the associated ETL processes in
a concise and very perceptible way. Moreover, the semantic integration between
the different data sources is accomplished using correspondence assertions to
relate concepts from various sources.

3 Data Warehouse Architecture

Our proposal for DW organisation, presented in [7], offers a way to express
the existing data models (source, DW, DM, RM) and the relationship between
them. The approach is based on Schema language (LS) and Perspective schema
language (LPS).

Schema language (LS) is used to describe the actual data models (source,
DW, DM, RM). The formal framework focuses on an object-relational paradigm,
which includes definitions adopted by the main concepts of object and relational
models as they are widely accepted in literature – cf. [26, 27].

Perspective schema language (LPS) is used to describe perspective schemata.
A perspective schema is a special kind of schema that describes a data model
(part or whole) (target schema) in terms of other data models (base schemata).
In Fig. 1, PS|DW is a perspective schema whose base schema is the source schema
S and the target schema is the data warehouse schema DW.

A simple sales scenario is used as a running example through out this paper.
The example consists of two schemata: S and PS|DW , shown in Fig. 1. S and
PS|DW include information about sales of products, being that PS|DW contains
summarised information regarding sales.

LPS mainly extends LS with two components: Correspondence Assertions
(CAs) and Matching Functions (MFs). Correspondence Assertions formally spec-
ify the relationship between schema components in a declarative fashion. CAs are
classified in four groups: Property Correspondence Assertion (PCA), Extension
Correspondence Assertion (ECA), Summation Correspondence Assertion (SCA),
and Aggregation Correspondence Assertion (ACA). Property CAs relate prop-
erties of a target schema to the properties of base schemata. The Extension
CAs are used to describe which objects/tuples of a base schema should have a
corresponding semantically equivalent object/tuple in the target schema. The
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Fig. 1. Simple sales example - partial representation.

Summation CAs are used to describe the summary of a class/relation whose
instances are related to the instances of another class/relation by breaking them
into logical groups that belong together. They are used to indicate that the rela-
tionship between the classes/relations involve some type of aggregate functions
or a normalisation process. The Aggregation CAs link properties of the target
schema to the properties of the base schema when a SCA is used. Examples of
CAs are shown in Fig. 2.

Property Correspondence Assertions (PCAs)
ψ1: PS|DW [customer] • cust idDW → S [customer] • cidS

ψ2: PS|DW [customer] • cust nameDW → S [customer] • nameS

ψ3: PS|DW [customer] • region descDW → S [customer] • FK2 • regionS

Extension Correspondence Assertion (ECA)
ψ4: PS|DW [customer] → S [customer]

Fig. 2. Examples of correspondence assertion.

In Fig 2, the CA ψ4 defines that the relation customer of perspective schema
PS|DW is semantically equivalent to relation customer of schema S. It means
that for each instance o in S.customer, there is a correspondent instance o′ in
PS|DW.customer such that o and o′ represent the same entity in the real world.
The CAs ψ1, ψ2, and ψ3 define the relationship between the properties of rela-
tions PS|DW.customer and S.customer. The property region descDW is not
directly related to a property of PS|DW.customer, but to the property regionS

of relation PS|DW.region through the path expression FK2 • regionS (FK2 is the
name of the foreign key in PS|DW.customer that refers to PS|DW.region).

Matching functions indicate when two data entities represent the same in-
stance of the real world. These functions, as occur in [28], define a 1:1 correspon-
dence between the objects/tuples in families of corresponding classes/relations.
In particular, the work in [7] based on matching function signatures, being that
their implementation shall be externally provided, since their code is very close
to the application domain.

Fig. 3 illustrates the basic components of the proposed architecture and their
relationships. The schemata RM, DW, DM, S1,...,Sn are defined using the lan-
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Fig. 3. Proposed architecture.

guage LS and represent, respectively, the reference model, the data warehouse, a
data mart, the source schemata S1,...,Sn. The schemata S’1 and S’2 are defined
using the language LPS . They are special kinds of perspective schemata (called
view schema), since the target schema is described in the scope of a perspec-
tive schema, instead of just referring an existing schema. S’1 and S’2 represent,
respectively, the view schemata S’1 (a viewpoint of schema S1), and S’2 (an inte-
grated viewpoint of schemata S2 and S3). The relationships between the target
schema and the base schemata are shown through the perspective schemata
Ps′1|RM ,..., Ps′n|RM ,PRM |DW , and Ps′1,s′2,...,s′n|DW (denoted by arrows).

In [7] is proposed an inference mechanism that, given a set of both schemata
and perspective schemata as base, and a perspective schema as target, can de-
duce a new perspective schema. In context of the Fig. 3, the perspective schema
Ps′1,s′2,...,s′n|DW can be automatically deduced by the inference mechanism, hav-
ing as base the schemata S1,...,Sn and the perspective schemata Ps′1|RM ,...,
Ps′n|RM , and as target the perspective schema PRM |DW . For a more detailed
and formal description of LS and LPS languages, the reader is referred to [29,
30, 7].

4 Contextual Logic Programming and ISCO

Logic Programming languages are akin to relational databases but provide a sig-
nificantly higher expressive power, due to their two fundamental mechanisms of
nondeterminism and unification, both of which form the basis of the Prolog lan-
guage. However, it can be argued that standard Prolog is lacking in several areas,
which include program structuring facilities and data persistence management.
The ISCO programming system addresses both of these issues.
Contexts: the purpose of Contextual Logic Programming (CxLP) was initially
to deal with Prolog’s traditionally flat predicate namespace, which seriously
hindered its usability in larger scale projects. A more recent proposal [31] re-
habilitates the ideas of CxLP by viewing contexts not only as shorthands for
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a modular theory but also as the means of providing dynamic attributes which
affect that theory: we are referring to unit arguments, as described in Abreu
and Diaz’s work [32]. It is particularly relevant for our purposes to stress the
context-as-an-implicit-computation aspect of CxLP, which views a context as a
first-class Prolog entity – a term, behaving similarly to an object in what it
carry state (the unit argument terms) and respond to messages (goals evaluated
in context).
Persistence: having persistence in a Logic Programming language is a required
feature if one is to use it to construct actual information systems; this could
conceivably be provided by Prolog’s internal database but is best accounted for
by software designed to handle large quantities of factual information efficiently,
for instance relational database management systems. The semantic proximity
between relational database query languages and logic programming makes the
former a privileged candidate to provide Prolog with persistence.

ISCO [8] is a proposal for Prolog persistence which includes support for
multiple heterogeneous databases and which extends access to technologies other
than relational databases, such as LDAP directory services or, more significantly,
the semantic web in the form of SPARQL queries over OWL ontologies [33].
ISCO has been successfully used in a variety of real-world situations, ranging
from the development of a university information system to text retrieval or
business intelligence analysis tools [8].

ISCO’s approach for interfacing to DBMSs involves providing Prolog declara-
tions for the database relations, which are equivalent to defining a corresponding
predicate, which is then used as if it were originally defined as a set of Prolog
facts. While this approach is convenient, its main weakness resides in its present
inability to relate distinct database goals, effectively performing joins at the
Prolog level. While this may be perceived as a performance-impairing feature, in
practice it’s not the show-stopper it would seem to be because the instantiations
made by the early database goals turn out as restrictions on subsequent goals,
thereby avoiding the filter-over-cartesian-product syndrome.

5 Prototype architecture

The present proposal has implemented a proof-of-concept prototype using a
Prolog language. The prototype comprises six cooperating modules, namely the
schema manager, the inference mechanism, the schema repository, the ISCO
translator, the ISCO-generated applications, and the ISCO repository. The ar-
chitecture of the prototype is depicted in Fig. 4.

The schema manager module was written using native-prolog. It is used by
the designer to manage the schemata (in language LS) as well as the perspective
schemata (in language LPS). The designer, using the schema manager, should
define all source schemata, the data warehouse schema, the reference model
schema, and perspective schemata that he/she needs.

The inference mechanism has been written using native-prolog. It is a rule-
based rewriting system that automatically generates new perspective schemata
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Fig. 4. Prototype architecture.

based on previous ones. It is formed by rules for rewriting CAs, rules for rewriting
match function signatures, and rules for rewriting components that are presents
in CAs or in matching function signatures, being a total of 39 rules.

The ISCO translator performs the mapping between schemata written in LS

or LPS languages to ISCO schemata. Classes or relations of schemata written in
language LS are directly mapped classes in ISCO, which are also called “ classes”
and which compile to regular Prolog access predicates. Classes or relations of
perspective schemata (written in language LPS) are also mapped to ISCO classes
based on CAs and match function signatures. In the current implementation,
when perspective schemata are translated to ISCO schemata, it is assumed that
their base schemata were already mapped to ISCO. ISCO translator has been
written in native prolog. All functions, inclusive of the match functions, declared
in the original perspective schemata are defined in a library called v utils, which
is common to all ISCO schemata created (more details in the next section).

The ISCO-generated applications includes all files that are necessary to access
data from information sources. So, data in any perspective schema mapped to
ISCO, specifically any inferred perspective schema between the DW and its
sources, can be queried in a transparent way, just as in a mediator approach
(more details in the next section).

The schema repository stores both the schemata (in language LS) and per-
spective schemata (in language LPS), including any inferred perspective schema
created by the inference mechanism, while the ISCO repository is used to store
ISCO schemata and ISCO files (libraries, units, etc.).

The next Section present implementation details using the running example
to describes the process of ISCO-generation applications in warehousing envi-
ronments using the implemented prototype.

6 Implementation issues

Each class or relation in the (perspective) schemata are mapped to ISCO classes
using the ISCO translator. The ISCO classes may reflect inheritance, keys, in-
dexes, foreign keys and sequences to name a few. The process involved differ
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enough, depending on whether the original schema was written in LS language
or is a perspective schema.

In the case of schemata defined in LS language, a declaration is added to
ISCO schema in order to provide ISCO with the necessary information to access
an external data source, such as an ODBC-accessed database. In the context of
the running example (see Fig. 1), the ISCO schema that is mapped from schema
S shall contain the clausule:

external(S, postgres(S)).

This clausule means that S is an outside database hosted in PostgreSQL.
All classes or relations in the original schema are simply mapped to ISCO

classes, which should be declared as external and mutable. External means that
the class has been created in an independent database and mutable means that
its instances can change. For instance, the relation S.customer is mapped to
ISCO as illustrated in Fig 5.

01. external(S,customer),

02. mutable class customer.

03. cids: int. key.

04. names: text.

05. contacts: text.

06. reg ids: region.reg ids.

Fig. 5. Example of the mapping of a relation (in a schema) to a ISCO class.

In Fig. 5, lines 1 and 2 mean that the instances of ISCO class customer
are in database S, class customer, line 3 means that the property cidS is an
integer number and a primary key, and line 6 means that the property reg idS

is a foreign key that refers to class region through property reg idS . Note
that, in this example, the ISCO class and the class in the database have the
same name, but could be different ones. The ISCO class customer defines the
predicate customer/4, which behaves as a database predicate but relies on an
external system (in this case the PostgreSQL ORDBMS) to provide the actual
facts. In the current implementation, it is assumed that all instances of ISCO
classes have an object identity (OID), which is a integer number automatically
generated by the system.

In the case of perspective schemata, the classes or relations are usually
mapped to computed classes. It means that the class instances will be gener-
ated each time that a query is made to the class, similar to the concept of view
in SQL. Computed classes are expected to contain one or more rules. These rules
define how the computed class instances are obtained and always come after the
computed class definition. In the body of each rule, the variables, which repre-
sent the computed class arguments, must have the same name of the respective
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argument that they represent and they must be all in uppercase. This is neces-
sary in order for Prolog to link each variable with its respective computed class
argument correctly. Classes or relations in the perspective schema are mapped to
computed classes in ISCO when they are related to classes or relations in a base
schema through some extension correspondence assertion (ECA). A example is
illustrated in Fig. 6.

01. computed class customer.

02. cust id skdw: int. key.

03. cust iddw: int.

04. cust namedw: text.

05. region descdw: text.

06. rule:- s:> customer@(oid=Osource,cids=CUST IDDW,

names=CUST NAMEDW,reg ids=Var1),

07. s:> region@(reg ids=Var1,regions=Var2),

08. REGION DESCDW=Var2,

09. CUST ID SKDW=〈〈createSKey〉〉,
10. OID=〈〈createNewOID〉〉.

Fig. 6. Example of the mapping of a relation (in a perspective schema) to a ISCO
class.

In Fig 6, line 6 defines a query to the ISCO class customer in source schema
S. This query is obtained using the CAs ψ1−ψ4 (see Fig. 2), being that the values
of cust iddw and cust namedw are acquired directly from this query while
the value of region descdw requires an additional query to ISCO class region
in schema S (lines 7 and 8). Lines 9 and 10 define the necessary steps to generate,
respectively, surrogate keys and oids for the computed class. The surrogate key
is an integer number automatically generated based on the object identity in
variable “Osource”. The oid for the computed class (OID) is a compound object
identity with the following structure:

oid(schema,class,oids),

being that class is the name of the computed class which OID belongs, schema
is the name of the schema which class belongs, and oids is a list of compound
object identities in the form of (S′,C′,o′), with C′ being the name of a class or
relation in a schema S′ containing the object identity o’ from what the OID is
derived. The object identity o′, in turn, can be a compound object identity or
a simple object identity (an integer number). For example, OIDs for computed
classes may look like:

oid(PS|DW ,customer,oid(S,customer,667789))
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which means the object in the computed class customer is derived from object
in S.customer whose OID is 667789.

Once having the ISCO schemata, the following phase is to generate a GNU
Prolog/CX executable containing the native-code executable version of all ISCO
predicates. GNU Prolog/CX compiles Prolog (and ISCO) programs to native
executables. Each schema and perspective schema described in ISCO, as well
the library v utils, will correspond to units whose terms can be instantiated and
collected into a list to form a context. A set of operations and operators are
available in GNU Prolog/CX to construct contexts, being the o more usual in
our application the context extension operation given by the operator :>. The
goal U :> G extends the current context with the unit U and resolves G in the
new context, as if it were regular Prolog. For instance, to make a interrogation
to the computed class customer, we can use the following syntax:

v utils :> PS|DW :> customer(A,B,C,D).

In this goal, we start by extending the initially empty context with unit v utils.
After, this new context is again extended with the unit PS|DW , and it in the
latter context that goal customer(A,B,C,D) is derived.

7 Conclusions and Future Work

In this article we have discussed an implementation that permits the genera-
tion of applications which transparently access source information in a reference
model-based warehousing system based on a logic-based formalism. We had ac-
cess to a system which already provides a Logic-based programming layer while
being able to transparently access facts stored in existing RDBMs. Having a logic
programming appearance lay down a setting where programs are first-class ob-
jects on which meta-reasoning may be performed, including proofs of correctness
or explanations for results.

The prototype has been developed using a contextual logic programming
with persistence, called ISCO [8]. ISCO provides: a) high levels of performance,
by virtue of being derived from GNU-Prolog; b) expressiveness, due to the use
of constraint logic programming; c) simplicity; d) persistence; and e) structured
code, as a result of using Contextual Logic Programming constructs. Constraints
(over finite domains) are used to generate more efficient SQL codes for database
predicates, besides being a form of search-space pruning which is complementary
to backtracking in that propagation works as an a-priori filter on the search.

ISCO allows access to heterogeneous data sources and to perform arbitrary
computations. User-queries can be done in ISCO, in a transparent way to access
the information sources, even the data of the DW schema. This feature can
be useful in some situations, although a mediator strategy in a DW context, in
general, may not be appropriate, due to particular nature of the DW. Specifically,
this work can be used in applications that hide from their users the complexity
involved in accessing multiple data sources, since these sources are in databases
that can be queried via remote access in real-time.
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Some improvements of our prototype will be done, namely: to use foreign
keys in ISCO classes with aggregate functions, or derived by a normalisation
process; improvement the generation of surrogate keys. The final prototype will
be applied to various situations, some synthetic and others real, as a means of
providing experimental validation of the usefulness of the chosen approaches.

For future work, we are presently working on how the perspective schemata
can be used to automate the materialisation of the ETL process. Various other
on-going research is related to this work, such as: a) management of schema
versioning using contexts in ISCO; and b) incorporating aspects from temporal
contextual logic programming [34] to deal with evolving data and schemata, and
so to further reduce the complexity of the system, by allowing the temporal
component to be abstracted. Another important direction for future work is
to develop a graphical user-friendly interface to declare the schemata in our
language, and thus, hide some syntax details.
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Abstract. In this paper is proposed the integration of personality, emotion and 
mood aspects for a group of participants in a decision-making negotiation 
process. The aim is to simulate the participant behavior in that scenario. The 
personality is modeled through the OCEAN five-factor model of personality 
(Openness, Conscientiousness, Extraversion, Agreeableness and Negative 
emotionality). The emotion model applied to the participants is the OCC 
(Ortony, Clore and Collins) that defines several criteria representing the human 
emotional structure. In order to integrate personality and emotion is used the 
pleasure-arousal-dominance (PAD) model of mood.  

1   Introduction 

Nowadays groups are used to make decisions about some subject of interest for the 
organization or community in which they are involved. The scope of such decisions 
can be diverse. It can be related to economic or political affairs like, for instance, the 
acquisition of new military equipment. But it can also be a trivial decision making as 
the choice about a holiday destination by a group of friends. Therefore, it may be 
claimed that Group Decision Support Systems (GDSS) have emerged as the factor 
that makes the difference one assess the behavior and performance of different 
computational systems in different applications domains, with a particular focus on 
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socialization. Groups of individuals have access to more information and more 
resources what will (probably) allow reaching “better” and quicker decisions. 
However working in group has also some difficulties associated, e.g. time consuming; 
high costs; improper use of group dynamics and incomplete tasks analysis.  
Many of this will take a new dimension if we consider that they will be resolved by a 
group of individuals, each one with a different type of personality. Our society is 
characterized by the use of groups to make decisions about some subject of interest 
for the organization in which they are involved. If we predict the personality of our 
adversaries we could find the best arguments to be used in the negotiation process in 
order to reach a consensus or a better decision in the shortest possible time. Emotions 
have proven effects on cognitive processes such as action selection, learning, 
memory, motivation and planning. Our emotions both motivate our decisions and 
have impact on our actions. 
The use of multi-agent systems is very suitable to simulate the behaviour of groups of 
people working together and, in particular, to group decision making modelling, once 
it caters for individual modelling, flexibility and data distribution [1][2]. Various 
interaction and decision mechanisms for automated negotiation have been proposed 
and studied. Approaches to automated negotiation can be classified in three categories 
[3], namely game theoretic, heuristic and argumentation based. We think that an 
argumentation-based approach is the most adequate for group decision-making, since 
agents can justify possible choices and convince other elements of the group about the 
best or worst alternatives.  
Agent Based simulation is considered an important tool in a broad range of areas e.g. 
individual decision making (what if scenarios), e-commerce (to simulate the buyers 
and sellers behaviour), crisis situations (e.g. simulate fire combat), traffic simulation, 
military training, entertainment (e.g. movies).  
According to the architecture that we are proposing we intend to give support to 
decision makers in both of the aspects identified by Zachary and Ryder [4], namely 
supporting them in a specific decision situation and giving them training facilities in 
order to acquire skills and knowledge to be used in a real decision group meeting. We 
claim that agent based simulation can be used with success in both tasks.  
In our multi-agent architecture model [5] we have two different types of agents: the 
Facilitator agent and the Participant agent. The Facilitator agent is responsible for the 
meeting in its organization (e.g. decision problem and alternatives definition). During 
the meeting, the Facilitator agent will coordinate all the processes and, at the end, will 
report the results of the meeting to the participants involved. The Participant Agent 
will be described in detail in the next section. 
In this work is presented a new argumentation process with the inclusion of 
personality using the Five-Factor Model of Personality (FFM) [6] and emotion using 
the OCC model [7]. The mood of the participants will also be represented by the use 
of the PAD mood space [8]. 
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2   Participant Agent 

The participant agent has a very important role in the group decision support system 
assisting the participant of the meeting. This agent represents the user in the virtual 
world and is intended to have the same personality and to make the same decision as 
if it were the real participant user. For that reason we will present the architecture and 
a detailed view of all the component parts. The architecture is divided in three layers: 
the knowledge layer, the interaction layer and the reasoning layer (Figure 1). 
 

 

Figure 1 - Participant Agent Architecture 

2.1   Knowledge Layer 

In the knowledge layer the agent has information about the environment where he is 
situated, about the profile of the other participant’s agents that compose the meeting 
group, and regarding its own preferences and goals (its own profile).  
The personality is defined in this layer through the Big Five Inventory (BFI) [9] and 
available publicly to be used by the other opponent participants.  
The information in the knowledge layer has some kind of uncertainty [11] and will be 
made more accurate along the time through interactions done by the agent. The 
credibility of the participants and the perception that one user has about the others 
will be refined along he time in the “Model of the Others” component. 
A database of profiles and history with the group’s model is maintained and this 
model is built incrementally during the different interactions with the system. The 
community should be persistent because it is necessary to have information about 
previous group decision making processes, focusing credibility, reputation and past 
behaviours of other participants. 
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2.2   Reasoning Layer 

The agent must be able to reason based on complete or incomplete information. In 
this layer the reasoning mechanism is based on the information available in the 
knowledge layer and on the messages received from other agents through the 
interaction layer. The reasoning mechanism will determine the behaviour of the agent 
and allow the acquisition of new knowledge, essentially based on previous 
experiences. 
The reasoning layer contains four major modules:  

• The argumentation system – that is responsible for the arguments generation. 
This component will generate persuasive arguments, which are more related 
with the internal emotional state of the agent, and about what he thinks from 
others’ profiles (including the emotional state). 

• The decision-making module – will support agents in the choice of the 
preferred alternative. The preferred alternatives are in the self-model of the 
participant agent, being filtered and sorted by this component. 

• The emotional system [1]– will generate emotions and moods, affecting the 
choice of the arguments to send to the other participants, the evaluation of the 
received arguments and the final decision. The emotions that will be simulated 
in our system are those identified in the reviewed version of the OCC (Ortony, 
Clore and Collins) model: joy, hope, relief, pride, gratitude, love, distress, 
fear, disappointment remorse, anger and hate. 

• The personality system – will identify the personality of the other participants 
in order to find the best strategy for the argumentation on the negotiation 
process based on the FFM of personality [12].  

2.3   Interaction Layer 

The interaction layer is responsible for the communication with other agents and by 
the interface with the user of the group decision-making system. All the messages 
received will be sorted, decoded and sent to the right layer based on their internal 
data. The knowledge that the participant user has about his actions and of the others 
are obtained through this layer. 

3   Personality Type Identification 

In order to make agents more human-like and to increase their flexibility to argument 
and to reach agreements in the negotiation process, we updated the previous agent 
participant model [13] and included the personality system component.  
Personality plays an important role on the behaviors of the participants in a decision 
meeting. “Behaviors are influenced by personalities so that personality refers to sets 
of predictive behaviors by which people are recognized and indentified [14]”. 
The personality is divided in 30 attributes, each one called a personality facet. The 
personality facets are clustered in five groups, called personality factors or traits. The 
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five-factor model of personality is best known as OCEAN: Openess, 
Conscientiousness, Extraversion, Agreeableness, and Negative Emotionality; and is 
the most widely accepted model of personality [15]. The identification of the 
personality of each participant its classified using the BFI [9] and fit in one of the 
themes based on the FFM. A theme is a characteristic personality pattern that reflects 
the combined effect of two or more factors or facets [16].  
There are several types of themes based on the FFM for each set of personality types. 
For the decision making area the themes that could be applied are: the conflict styles 
and the decision style. We select the conflict style because we will be using the 
personality in the negotiation process where many disagreements and conflicts arise. 
The conflict styles theme uses only four of the five factors of the model that are: the 
agreeableness, the conscientiousness, the extraversion and the negative emotionality.  

4   Emotional System 

Our participant agent is composed by an emotional system, which, beside other tasks, 
will generate emotions. Those emotions are the identified in the revised version of the 
OCC model [7]: joy, hope, relief, pride and gratitude, love, distress, fear, 
disappointment, remorse, anger and hate.  

Table 1: Revised OCC Model 

Positive reaction Appraised events Categories 
Joy Because something good happened Undifferentiated 
Hope About the possibility of something good 

happening 
Relief Because a feared bad thing didn’t happen 

Goal-based 

Pride About a self-initiated praiseworthy act 
Gratitude About an other-initiated praiseworthy act 

Standards-based 

Love Because a person finds someone or 
something appealing 

Taste-based 

Negative reactions Appraised events Categories 
Distress Because something bad happened Undifferentiated 
Fear About the possibility of something bad 

happening 
Disappointment Because a hoped-for good thing didn’t 

happen 

Goal-based 

Remorse About a self-initiated blameworthy act 
Anger About an other-initiated blameworthy act 

Standards-based 

Hate Because a person finds someone or 
something unappealing 

Taste-based 

 
The agent emotional state (i.e. mood) is also calculated in this module based on the 
emotions generated. To model mood we use Albert Mehrabian’s pleasure (P), arousal 
(A) and dominance (D) trait which form the PAD space. These traits are independent 
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of each other and form a 3D space. The pleasure level relates to the emotional state’s 
positivity or negativity, arousal shows the level of physical activity and mental 
alertness, and dominance indicates the feeling of control. These trait’s values lie 
between the positive (+1) and negative (-1) ends of each dimension. Mehrabian 
defined eight mood types based on the combinations of negative (-) and positive (+) 
values for each dimension: pleasant (+P), unpleasant (-P); aroused (A+), unaroused 
(A-); and dominant (D+), submissive (D-). Table 2 shows all the mood types defined 
by Mehrabian. 

Table 2: Mehrabian Mood Types 

Trait combination Mood type 
+P+A+D Exuberant 
-P-A-D Bored 
+P+A-D Dependent 
-P-A+D Disdainful 
+P-A+D Relaxed 
-P+A-D Anxious 
+P-A-D Docile 
-P+A+D Hostile 

 
Because Mehrabian also defines the relationship between the OCEAN personality 
traits and the PAD space, we can translate the 5D personality vector (P) into a 
corresponding PAD space mood point [8]. Considering an OCEAN personality (O, C, 
E, A, N) the initial mood is calculated in the following way: 
 
InitialMood = (P, A, D) 
  P = 0.59 * A + 0.19 * N + 0.21 * E 
  A = 0.57 * N + 0.30 * A + 0.15 * O 
  D = 0.60 * E + 0.32 * A + 0.25 * O + 0.17 * C 
 
When the system updates the emotional state, the mood point shifts in the 3D PAD 
space. The change is based on which emotion is activated. Mehrabian defined more 
than 240 emotions although as we use the revised version of the OCC model that is 
composed only by 12 we made a correlation between both models [10]. Table 3 
shows our correlation between OCC emotions and PAD space [8]. 

Table 3: Correlation between OCC emotions and the PAD space 

Emotion Pleasure Arousal Dominance Mood type 
Joy 0.40 0.20 0.10 +P+A+D Exuberant 
Hope 0.20 0.20 -0.10 +P+A-D Dependent 
Relief 0.20 -0.30 0.40 +P-A+D Relaxed 
Pride 0.40 0.30 0.30 +P+A+D Exuberant 
Gratitude 0.40 0.20 -0.30 +P+A-D Dependent 
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Love 0.30 0.10 0.20 +P+A+D Exuberant 
Distress -0.40 -0.20 -0.50 -P-A-D Bored 
Fear -0.64 0.60 -0.43 -P+A-D Anxious 
Disappointment -0.30 0.10 -0.40 -P+A-D Anxious 
Remorse -0.30 0.10 0.60 -P+A-D Anxious 
Anger -0.51 0.59 0.25 -P+A+D Hostile 
Hate -0.60 0.60 0.30 -P+A+D Hostile 

 
Each participant agent has a model of the other agents, in particular the information 
about the other agent’s mood. This model deals with incomplete information and the 
existence of explicit negation. Some of the properties that characterize the agent 
model are: gratitude debts, benevolence, and credibility. 
Although the emotional component is based on the OCC model, with the inclusion of 
mood, it overcomes one of the major critics that usually is pointed out to this model: 
OCC model does not handle the treatment of past interactions and past emotions. 

5   Negotiation Process 

For the negotiation the process is divided in three stages: Pre-Negotiation, where the 
participants should gather and analyse information and set objectives; In-Negotiation: 
where the participants should analyse, argue, persuade others and achieve and 
agreement if possible; Post-Negotiation: where the participants should confirm the 
agreement and review the negotiation. For each one of these stages different emotions 
are generated. Next we will explain the emotions that are generated for the stages. 

5.1   Pre-Negotiation 

In the pre-negotiation the agent first does an analysis on the adversaries and next 
establishes the objectives for the negotiation.  
 
The adversaries’ analysis generates taste-based emotions: 

• Love – Because a person finds someone or something appealing; 
• Hate – Because a person finds someone or something unappealing. 

 
Establishing the objectives to the negotiation generates goal-based emotions: 

• Hope – About the possibility of something good happening; 
• Fear – About the possibility of something bad happening. 

5.2   In-Negotiation 

The aim of the meeting is to achieve an outcome which both sides can accept. The in-
negotiation is the most important process because it is where the proposals are 
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exchanged. During the in-negotiation process, participant agents may exchange the 
following locutions: request, refuse, accept, request with argument. 

• Request (AgPi, AgPj, α, arg) - in this case agent AgPi is asking agent AgPj 
to perform action α, the parameter arg may be void and in that case it is a 
request without argument or may have one of the arguments specified at the 
end of this section.  

• Accept (AgPj, AgPi, α) - in this case agent AgPj is telling agent AgPi that it 
accepts its request to perform α. 

• Refuse (AgPj, AgPi, α) - in this case agent AgPj is telling agent AgPi that it 
cannot accept its request to perform α. 

The purpose of the participant agent is to assist the user. For example, in Figure 2, it 
is possible to see the argumentation protocol for two agents. This is the simplest 
scenario, because in real world situations, group decision making involves more than 
two agents and, at the same time AgP1 is trying to persuade AgP2, that agent may be 
involved in other persuasion dialogues with other group members. 

 

Figure 2 - Argumentation Protocol 

Argument nature and type can vary, however six types of arguments are assumed to 
have persuasive force in human based negotiations [17][7]: threats; promise of a 
future reward; appeal to past reward; appeal to counter-example; appeal to prevailing 
practice; and appeal to self interest [18]. These are the arguments that agents will use 
to persuade each other. This selection of arguments is compatible with the power 
relations identified in the political model: reward, coercive, referent, and legitimate 
[19][20]. 
 
In the past has been made a study of the impact personality had in the argumentation 
process [16]. To summarise the previous study of the impacts that personality FFM 
factors have on each argument intended to be used in the negotiation process, a table 
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(Table 4) was created to show all the permitted arguments. This table and the study is 
only applied to the personalities of the conflict styles theme. 

Table 4: Possible arguments to each personality on the conflicts style 

  
Appeal 
to Self 
Interest 

Appeal to 
prevailing 
practice 

Appeal 
to 
counter 
example 

Appeal 
to past 
reward 

Reward Threat 

Negotiator Yes Yes Yes Yes Yes Yes 
Aggressor Yes No No Yes Yes Yes 
Submissive No No Yes No No No 
Avoider No Yes Yes No No Yes 

 
This work is also intended to consider emotion in the argumentation process. The 
arguments defined by Sarit Kraus [18] have a natural order of argument power to be 
sent: Appeal to self-interest, Appeal to prevailing practice, Appeal to counter 
example, Appeal to past reward, Reward, Threat. To generate the emotions we 
divided the arguments in appeals, rewards and threats.  
 
A. Appeals 

Appeals generate undifferentiated emotions: 
• Joy – Because something good happened; 
• Distress – Because something bad happened. 

 
B. Rewards 

Rewards generate standards-based and undifferentiated emotions. When the actions 
are related to whom is making the reward it generates standard-based emotions, when 
it is an response to an action it generates undifferentiated emotions. 
 
Rewards sent: 

• Pride - About a self-initiated praiseworthy act (emotion generated when the 
reward is sent to a counterpart); 

• Joy – Because something good happened (emotion generated in the response 
to the reward sent); 

• Distress – Because something bad happened (emotion generated in the 
response to the reward sent). 
 

Rewards received 
• Remorse - About an other-initiated praiseworthy act. 

 
C. Threats 

Threats generate standard-based and undifferentiated emotions. When the actions are 
related to whom is making the threat it generates standard-based emotions when it is 
an response to an action it generates undifferentiated emotions. 
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Threats sent 

• Remorse - About an other-initiated praiseworthy act; 
• Joy – Because something good happened (emotion generated in the response 

to the reward sent); 
• Distress – Because something bad happened (emotion generated in the 

response to the reward sent). 
 

Threats received 
• Hate - About an other-initiated blameworthy act. 

 
In order to exemplify this process for our multi-agent model [5] a diagram is 
presented (Figure 3) with two participant agents (AgP1 and AgP2) for a general 
meeting. To explain the diagram we are going to describe the numbered circles (1, 2, 
3, 4, 5 and 6).  

 

Figure 3 – Argumentation dialog using personality, emotion and mood 

In the diagram is possible to see two agents (AgP1 and AgP2) where AgP1 would like 
to make a request to AgP2. The more important steps that occur in our model are the 
following: 

1. AgP1 receives the personality of AgP2 and proceeds to the personality 
identification component. In this component the received information 
verified to see if is compatible with previous negotiations with this 
participant; 

2. The personality type is sent to the argumentation system; 
3. The argumentation system updates the mood component based on the 

emotions generated; 
4. The argumentation system component selects the possible set of arguments 

and starts making a request with the weaker argument; 
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5. AgP2 receives the request evaluates it, the emotions are generated and 
updates his mood; 

6. AgP2 accepts or refuses the request.  
Several iterations can occur in steps 3 to 6, depending on the set of possible 
arguments to be sent to AgP2. 

5.3   Post-Negotiation 

The negotiation should be reviewed by all the members to analyze the conclusion and 
verify if the objectives established at the beginning (Pre-Negotiation) were achieved. 
 
The analysis of the negotiation generates goal-based emotions: 

• Relief – Because a feared bad thing didn’t happen; 
• Disappointment – Because a hoped-for good thing did not happen. 

6   Conclusion 

This work proposes the inclusion of the personality and emotion in the negotiation 
process of an argument-based decision-making. In spite of using two different 
components to model personality and emotion we start using the PAD mood space, 
which is able to support OCEAN and OCC models. Is proposed as well a mapping of 
the OCC emotions to the PAD mood space. Each person is unique and has different 
reactions to the exchanged arguments. Many times a disagreement arises because of 
the way we began arguing and not because of the content. Our main goal on a 
decision meeting is to reach consensus where everyone can be satisfied about the 
result. The principal determinant of a member’s degree of satisfaction with his or her 
group’s decision is the extent to which the member agrees with the decision [21].  
Each participant agent represents a group decision member. This representation 
facilitates the simulation of persons with different personalities. The discussion 
process between group members (agents) is made through the exchange of persuasive 
arguments, built around the same premises stated before.  
As future work we intend to make more use of the PAD mood space instead of the 
personality themes. Personality themes are of a great use in the beginning of the 
argumentation process but the mood space in the long term is better because it can 
add more information. 
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Abstract. Emotion-based interactive music systems have great application 
potential, namely in entertainment and healthcare. This paper describes an 
installation that explores the interactive capabilities of EDME, an emotion-
based music engine we are developing. At the core of the installation there is an 
affective computer system that selects appropriate music and images to express 
its emotional state. The installation allows people to experience and influence 
the emotional behavior of this system. We made two experiments where people 
were able to ascribe emotions to the system in a natural way, relating arousal 
with the amount of movement and valence with the number of presences, as 
expected. The system transmitted expected emotions and gains from using both 
media (music and images) to express its emotional state. 

Keywords: Interactive music system, automatic music production, emotions 
and music. 

1   Introduction 

Building interactive systems with the capability to produce music with an intentional 
emotional content involves multidisciplinary competences in Affective Computing 
[20], Human Computer Interaction, Music Psychology and a mixture of these 
domains [19]. The interaction may involve the perception of emotions from users [3, 
8, 26]. This can be done with sensors to recognize psychophysiological signals, facial 
expressions, gestures and others [1, 7, 17]. The system must be able to adapt its 
emotional state to the perceived information and express it in some human 
recognizable way. The expression of its emotional state may be performed by suitably 
adapting media like music and images. 

We intend to explore the capability of an affective system in the expression of a 
desired emotion to an environment [3, 8, 18, 25, 26], in such a way that people may 
recognize system emotional state in a natural way. We are developing a solution with 
a high degree of adaptability due to the flexibility of 2 auxiliary structures (music 
base and knowledge base) being used in EDME, an emotion-based music engine that 
intends to control the emotional expression of produced music, that makes the system 
a good choice for almost every context. This paper starts with a review of systems 
related to our work (section 2). Then, we describe our emotion-based interactive 
installation (section 4) that intends to interact with people by using music and images. 
This installation intends to explore the interactive capabilities of EDME (section 3). 
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The installation allows people to experience and influence the emotional behavior of 
the computer system. The description of the two experiments made to test this system 
is presented in section 5. Section 6 analysis results from the second experiment and, 
finally, section 7 draws some conclusions. 

2   Related work 

The emotional interaction with people by using different media is a promising field of 
research. The importance of developing systems with such a capability is evident to 
the society. They can be used in contexts where there is a need to create environments 
capable of inducing certain emotional experiences: intelligent spaces [26], virtual 
environments [3, 15, 21], healthcare spaces [16], dance spaces [25], wearable devices 
[5, 8, 9, 17, 18, 22, 24, 27], etc. They can also be applied in the production of 
soundtracks for computer games [6, 10, 11]. The objectives underlying these contexts 
can be various: reflect the mood of game characters in the output of the system [6]; 
build recreational and therapeutic devices for people with neurological and physical 
disabilities [16, 25]; improve exercise performance [5, 17, 18, 22, 27]; adapt system 
output to a desired emotional state [1, 4, 7, 9, 10, 11, 12, 14, 15, 17, 21]; or, in a broad 
sense, dynamically express a desired emotion of/to an environment [3, 8, 18, 25, 26].  

These systems are usually composed by a perception module that perceives the 
emotion from the environment by using data coming from different sources: 
psychophysiological sensors [1, 4, 5, 8, 9, 12, 15, 16, 17, 18, 27], cameras [3, 7, 13, 
14, 17, 25], microphones [26], pressure sensors [26], temperature sensors [8], motion 
sensor [8, 13, 22, 25, 27], pollution sensors [8], physical data [4, 24] and self-report 
data [4, 9, 27]; and by an action module that reacts to the environment possibly by 
using different media (e.g., music and images). When using music to react to the 
environment, these systems usually make use of a composition/selection algorithm to 
generate music driven by emotional controls that intend to influence the emotional 
state of the user(s) of the environment. The algorithms used to generate music [3, 10, 
11, 12, 21, 25, 26] deal with mapping between music and emotional data obtained 
with the referred sources. Musical features of the generated music reflect the intended 
emotional variations of the user(s). 

Ada is a system especially relevant in this area [26]. It is an intelligent space that 
communicates moods, emotions and behaviors in real-time by using sound and light. 
Moods are defined by arousal and valence variables. Like others, Ada communicates 
by composing music to express the moods and emotions. Arousal variable changes 
tempo, volume and octave register. Valence variable changes consonance and pitch 
material. It is interesting the possibility to extend some of these systems to be used in 
a network of integrated music controllers [13]. These controllers create a 
collaborative interface between emotions and music generation. 
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3   EDME - Emotion-Based Music Engine 

EDME is a system that produces music expressing a desired emotion. This objective 
is accomplished in 3 main stages: segmentation, selection and transformation; and 3 
secondary stages: features extraction, sequencing and synthesis. We are using 2 
auxiliary structures: a music base and a knowledge base. The music base has pre-
composed MIDI music tagged with music features. It is prepared offiline for MIDIs 
of any musical style. The knowledge base is implemented as 2 regression models that 
consist of relations between each emotional dimension (valence and arousal) and 
music features.  It can be adapted to the emotional feedback given by listeners (via 
questionnaires or psychophysiological signals). The characteristics of these auxiliary 
structures make the system easily adaptable to every context. 

Aided by Figure 1 we will describe with more detail each of these stages. Pre-
composed music of the music base is input to a segmentation module that produces 
fragments. These fragments must as much as possible be musically self-contained and 
express a single emotion. Segmentation discovers fragments by looking for note 
onsets with the higher weights. These weights are attributed according to the 
importance and degree of variation of five features: pitch, rhythm, silence, loudness 
and instrumentation. The features extraction module then obtains music features that 
are used to emotionally label the fragments with the help of the knowledge base, 
which are then stored in the music base. 

 

 

Fig. 1. Diagram portraying the 3 main stages (segmentation, selection and transformation) and 
3 secondary stages (features extraction, sequencing and synthesis) of EDME. 

The selection module obtains musical pieces with an emotional content similar to 
the desired emotion. These pieces are obtained from the music base, according to 
similarity metrics between desired emotion and music emotional content. Selected 
pieces can then be transformed to come even closer to the desired emotion. 
Transformation, also supported by the knowledge base, is applied in different 
characteristics of 5 groups of features: rhythm, melody, harmony, instrumentation and 
dynamics. The knowledge base has weights that control the degree of transformation 
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for each characteristic. Sequencing module puts pieces produced by the 
transformation module in a smooth sequence by changing appropriate musical 
features. This sequence is given to a synthesis module that uses information about the 
General MIDI (GM) instruments [23] and timbral features to guide the selection of 
sounds from a library of sounds. This library is composed by various samples 
available from sample libraries of GM instruments (e.g., [28, 29]). 

4   Emotion-Based Interactive Installation 

We developed an installation to provide an experimental context for assessing the 
interaction capabilities of EDME. We integrated the music engine in a multi-agent 
system built over JADE [2] that controls the overall behavior of the machinery. A 
computer connected to a camera, a projector, and speakers compose the setup (Figure 
2). 

The camera is placed on the ceiling of room. The interaction area representing by 
the grey circle is constrained by the field of view of the camera. One of the walls is a 
wide translucent screen where images are displayed under the computer's command. 

 

Fig. 2. Plan of the experimental setup. 

The installation adapts the expressed emotions to the presence of people in the 
interaction area: the system expresses positive valence emotions on the presence of 
people and negative valence emotions when left alone. Moreover, people movement 
induces an increase in the arousal, whilst lack of activity induces a decrease. The 
system collects data from the environment through the camera and expresses 
emotions by means of the music it plays and the images it projects. 
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At the beginning of each trial session, the camera takes a picture of the 
environment. This first picture is considered to be the model. This image will 
represent the scenario of the experiment. As each session lasts for short time intervals, 
where the daylight and other environmental changes are not important, we assume 
that the scenario stays immutable during each session. Of course, if we needed to take 
a longer experience the light and environment changes could be prevented by a re-
adaptation of the initial environment. Although the system prevents this, it is disabled 
for our experiences, since these experiences were made in closed rooms with artificial 
and constant light.  

We are considering two environment variables: level of presence and movement. 
The system takes a new picture every second to update these variables. The level of 
presence is determined by computing the percentage of image change between the 
new picture and the scenario. This means that two persons induce a higher presence 
level than one. Moreover, the level is not dependent of people's movement, as long as 
they stay in the field of view of the camera. Movement is calculated by comparing 
two adjacent pictures. Using this method, only instant movement is calculated. As 
long as there is movement in the radius, the arousal increases, and when movement 
stops, arousal starts to decrease. 

The environment information is then converted in a stimulus that is used to define 
the emotion that the system will express. Increase in the level of presence (e.g., one 
person enters the interaction area) produces a positive stimulus for valence; the 
reverse applies for decrease in the level of presence. As for movement, as long as 
there is activity in the interaction area, the stimulus for arousal increases. When 
movement stops, arousal starts to decrease. Arousal increase and decrease are linear 
with time.  

 

Fig. 3. Multi-agent system architecture. 
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The architecture of our multi-agent system is represented in Figure 3. An agent 
Camera Handler is in charge of gathering environment data. At the beginning of each 
trial session, the camera takes a picture of the environment. This image will represent 
the scenario of the experiment. As each session lasts for short time intervals, we 
assume invariance of daylight and other environmental conditions and, consequently, 
that the scenario stays immutable during the experiment. 

An agent Camera Analyser converts the environment information in a stimulus that 
is used by an agent Left Brain to synthesise the new emotional state of the system 
according to the current emotional state and the received stimulus. Increase in the 
level of presence (e.g., one person enters the interaction area) produces a positive 
stimulus for valence; the reverse applies for decrease in the level of presence. As for 
movement, the stimulus for arousal increases as long as there is activity in the 
interaction area. When movement stops, arousal starts to decrease. Arousal changes 
are linear with time. Emotional states are synthesised with continuous change. 

The new synthesised emotion is sent to the Outputter agent, who wraps EDME and 
is in charge of choosing the music to play and the image to project. The aim of the 
images is to reinforce the interaction experience provided by the installation. Images 
are chosen based in three levels of valence, sad, neutral and happy, and don’t show 
arousal levels. 

5   Experiments 

We made two experiments with our system. The first one was a preliminary one 
that had the objective of observing the interaction between the system and participants 
(30 people); the second one was focused in obtaining participants feedback (via a 
questionnaire) about various components of the behavior of system. Figure 4 shows 
the two steps that composed both experiments. The first step consists in the 
perception of data from the environment: number of participants and quantity of 
movement. This data is used to define the emotional state of our system: valence 
(degree of happiness) and arousal (degree of activation). For instance, if it has the 
values 0 for arousal and 0 for valence, the system is very sad, if it has the values 10 
for arousal and 10 for valence, the system is very happy and excited. The number of 
participants influence valence; the quantity of movement influence the arousal. The 
system’s emotional state influences the way the system expresses to the environment 
by selecting different music and images to portray to the audience. 

Participants interact with the system through sensors that detect presence and 
movement. At the core of the experiment, there is a computer that produces ambience 
music and projects images in a screen. Based on affective computing techniques, the 
computational system reflects in the musical features the variation of the number of 
presences and quantity of movement: for instance, produced music and images are 
happier with the presence of more people on the room; or can be more active when 
more movements are detected. 
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Fig. 4. Diagram illustrating the 2 steps of the two experiments: emotional perception and 
expression. 

The first experiment was made in a session called "Discovering the Faculty on 
Saturdays". This session was attended by 30 students from secondary schools with 
ages from 10 to 18 years old. Figure 5 shows the environment with some participants. 

 

Fig. 5. Picture taken during the first experiment. 

In the second experiment we had groups of, approximately, 4 people interacting 
with the system in sessions of approximately 10 minutes. In the end of each session 
participants were asked to answer to a questionnaire with 7 questions (Table 1) with 
the objective to use obtained data/answers to evaluate the efficacy of the system. Each 
question was answered with values from the integer interval between 0 and 10. 
Sessions were attended by 23 people from the university (students and professors) 
with ages from 18 to 60 years old. Each session was conducted in three phases: first, 
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the emotional state of the system was expressed by using only music; then, only 
images; and finally both media. This allowed us to evaluate the effect of each medium 
in emotional communication. 

Table 1.  7 questions of the questionnaire given to the participants. 

1) The system expressed happiness with many presences and sadness with few presences 
2) The system expressed activation with much movement and relaxation with the lack of 

movement 
3) What is the importance of music in the emotional expression of the system 
4) What is the importance of images in the emotional expression of the system 
5) Music expressed expected emotion 
6) Images expressed expected emotion 
7) Efficacy of the system in the expression of the expected emotions 
 
Both experiments were preceded by a series of preparatory steps: manual 

emotional classification of images and offline synthesis of music (Figure 6). Manual 
emotional classification consisted in attributing three levels of valence (sad, neutral, 
happy) based on personal background on this topic. Offline synthesis of music 
consisted in: segmentation of pre-composed music; automatically extraction of 
features from obtained segments; and automatic selection of music expressing 
different emotions. This music was then given to a synthesis module that converted 
selected MIDI music into mp3 audio music. 

 

Fig. 6. Diagram illustrating the processes involved in the offline synthesis of music. 

6  Results 

The verbal feedback given by the participants of the first experiment was positive: the 
system interacted in an expected emotional way. This section is devoted to the 
analysis of the answers obtained with the questionnaire (Table 1) given to the 23 
participants of the second experiment. Figure 7 presents the mean and standard 
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deviation for the 7 questions of the questionnaire. We obtained high standard 
deviations when analyzing the importance of the image in the system and in the 
analysis of the expression of the expected emotion with the image. After the analysis 
of all the answers we came to the conclusion that, generally, the system correctly 
related arousal with the amount of movement and valence with the number of 
presences. Despite the fact that music seems a medium more important than images to 
express emotions, it was less successful than images in expressing the desired 
emotion. In general, the system was efficient in the transmission of the expected 
emotions. These conclusions give a first clue about the behavior of the system; 
however their significance is limited by the low number of participants (23), as well 
as, by the presence of some questions with multiple components (e.g., first and second 
questions). 

 

Fig. 7. Mean and standard deviations for the answers of the questionnaire. 

Table 2.  Correlation coefficients between the answers of the questionnaire (Table 1). 

Answers 1) 2) 3) 4) 5) 6) 7) 
1) - 46 39 42 54 31 50 
2) 46 - 29 45 56 44 71 
3) 39 29 - 82 61 67 59 
4) 42 45 82 - 55 68 60 
5) 54 56 61 55 - 71 76 
6) 31 44 67 68 71 - 78 
7) 50 71 59 60 76 78 - 

Mean 44 49 56 59 62 60 66 

 
We also analyzed the correlation coefficients between the answers (Table 2) and 

concluded that the expression of the arousal of the system, the expression of expected 
emotions with music and images (answers 2, 5 and 6) has a high degree of correlation 
with the efficacy demonstrated by the system (answer 7). This leads us to have a 
special attention devoted in the analysis of the emotional effect of music and images, 
namely in the arousal dimension. The importance of music and images in the 
emotional expression and the expression of expected emotion in music (answers 3, 4 
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and 5) are in some way correlated with expression of expected emotion in images 
(answer 6). The importance of the emotional expression with music (answer 3) is 
highly correlated with the importance of the emotional expression with images 
(answer 4), which seems to reinforce the importance of using both media to express 
the emotional state of the system. 

7   Conclusions 

We prepared an installation that allows participants to experience and influence the 
emotional behavior of an interactive computer system. The experiences conducted 
show that people ascribe emotions to the system in a natural way. Results of the 
second experiment show the importance of both media (music and images) in the 
expression of the emotional state of the system; and the importance of analysing the 
emotional effect of music and images, namely in the arousal dimension. Our system 
can be, hopefully, more efficient by improving the EDME engine; by making an 
engine similar to EDME for images; and by complementing our work with studies of 
psychology.  

We also obtained several suggestions from the participants to improve the system: 
synchronize music and images; use more emotional states for images; generate music 
and images in real-time; improve selection of music and images; decrease the delay of 
adaption of music to the environment; improve transitions among music; and have 
more sensors for movement and presences. 
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Abstract. In this paper we introduce an implementation of an Intelligent 
Interface Agent to support the use of a web portal in an airline company. The 
interface agent architecture and data model is presented. We formalized 
concepts such as relevance and proximity regarding the data structure. The 
concepts of personal opinion and general opinion are also introduced and 
formalized. A statistical analysis was performed to obtain the best value when 
processing the general opinion. Some results of that analysis are presented and 
we conclude discussing our work and presenting future improvements.  
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1   Introduction 

TAP Portugal - Portal DOV [1] is currently a hub of information and services to all 
crewmembers. It centralizes information and content drawn from diverse sources 
enabling users to have access to information and services previously accessed at the 
TAP installations or by telephone. For instance, now one crewmember can view his 
schedule of work for the day or next week by simply logging to the Portal at his home 
or in any place with an Internet connection. Alternatively, if a service or department 
requires a new Training Manual to be made available for the pilots, it can resort to 
Portal DOV (Web Portal) to publish it. 

The Web Portal grants the user a greater mobility and independence, but it has 
some limitations. As information and documentation are regularly changed, so the 
user must be up to date about the significant changes. For instance, a crewmember 
must take an active attitude to check up his roster for relevant changes, even though 
they may not occur. The process of returning to the Web Portal only to check up the 
current state of information can turn out a tedious or monotonous task. This sort of 
tasks are the competence of interface agents, whose purpose is to facilitate the users 
work by doing boring or repetitive tasks, freeing the user to use the freed time more 
efficiently. The Web Portal interface agent allows the user to define tasks about the 
surveillance of information sources by different levels of priority. An example would 
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be a flight attendant that defines a high-level alert task to monitor changes concerning 
the days off in her roster and very-low-level alert task associated with the publication 
of new internal communications. With the help of the agent she could be more 
promptly acquainted about changes in the current state of information seen as 
important to her. The Web Portal relying on interface agents to represent 
crewmembers could result in two major gains: (i) Even more mobility and 
independence to the users, as the need to access Web Portal to verify the current 
information diminishes and (ii) increase in the awareness about crucial information 
for each professional category by making suggestions to the crewmember. Our 
Interface Agent has two main goals: (1) allow the user to define properly tasks set to 
monitor changes in relevant content and ensure the user is properly informed and, (2) 
make suggestions perceptive to the user about new tasks. 

Although there will be an interface agent representing each crewmember and 
appointed to the vigilance of information deemed important by the owner, it does not 
require direct interaction with the existent agents. The agent will operate blind to the 
existence of other agents. The suggestions are based on the general opinion of the 
users with the same profile in regard to what is important to them. An example would 
be the case where a flight attendant on vacation gets a suggestion to create a new 
very-high-level alert task on the Web Portal communications. This occurred because 
in her absence happened major changes in the access to Web Portal and the next 
announcement would be extremely important to all crewmembers access it properly. 
This example illustrates one way in how the alert task and suggestions can help the 
crewmembers in keeping up with what is important to the professional category of 
crewmembers at a time.  

The rest of the paper is organized as follows. In section 2 we present some work of 
other authors regarding intelligent interface agents. Section 3 describes the interface 
agent architecture including the data model and the relevance and proximity concepts. 
The interface agent was designed following the methodologies and guidelines 
presented in [2]. Section 4 shows how we process the relevance, including the 
definition of the concepts of Personal and General Opinion. In section 5 we present 
the General Opinion Processing and the statistical analysis to obtain the best value 
when processing the general opinion. Section 6 shows the results of the statistical 
analysis. Finally, we conclude our work in section 7. 

2   Related Work 

An Intelligent Interface Agent (IIA) cooperates with the user in performing its tasks, 
working as a personal user assistant. The agent is pro-active taking the initiative and 
not passive. Usually, an IIA is not the interface between the user and the application. 
Instead, it observes the interaction between the user and the program learns with it 
and interacts both with the program and the user. UCEgo [7] is a Unix consultant that, 
using natural language and modeling user goals and plans, takes the initiative in 
offering the user information about certain Unix concepts or commands, correcting, at 
the same time, any misconceptions. MOKSAF [5][6][8] is an example of a multi-agent 
system for user interfaces. The MOKSAF environment is a system for military 
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mission planning and designed to explore teamwork within heterogeneous 
human/agent teams.  In [4] we can find an example of an IIA applied to an eye 
disorder diagnosis system. This IIA is able to reason on user actions and provide 
assistance on the target application. The personal news agent presented in [12], adapts 
to the user’s preferences and interests based on voice feedback from the user. An 
interesting use of an IIA is presented in [13]. The QueryGuesser agent personalizes 
users’ interaction with databases assisting users of computer applications in which 
retrieving information from a database is a key task. 

The IIA uses different machine learning techniques to build user profiles. For 
example, in [9] the PersonalSearcher agent uses hierarchical clustering to obtain 
different web topics that a user might be interested. The NewsAgent presented in [10] 
uses case-based reasoning and a topic hierarchy to discover which newspaper news a 
user prefers. Decision trees are applied in CAP [11] to learn users’ scheduling 
preferences.  

3   The Interface Agent Architecture and Data Model 

Our intelligent interface agent architecture is composed of just one agent as depicted 
in Figure 1. The operations inside the box represent the roles performed by the agent. 
The AlertPreferencesSet role allows the crewmember to define the behavior of the 
agent and the UserAlert role allows the interface agent to show the information to the 
crewmember. The DataSourceMonitor and InformationDifferenceView roles are 
performed automatically by the interface agent, taking into consideration the 
preferences of the user and the information that exists on the web portal. On the 
environment we have information resources that the interface agent can use. The User 
Preferences and Information Reference are resources that the interface agent is able to 
read and write on it. The Roster and Documents are resources of the web portal and 
the interface agent is able to read them remotely through a web service. All these 
resources are part of the interface agent data model, described on the next sections. 
 

 

Fig. 1. Interface Agent Architecture 
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The Interface Agent Data Model is composed of four distinct concepts. First we 
have the Data Source concept, which characterizes the information the agent deals 
with when searching for new events. The second, Agent Task, characterizes the tasks 
submitted by the user. The third, CrewMember, provides the grounds for a practical 
and proper crewmember depiction. The fourth, Data Relation, is oriented to the 
description of the relations between the previous concepts that compose the model 
and how they can enable the learning of user behavior. To design the model the 
technique adopted was the creation of a relational database with the appliance of 
normalization.  

3.1. Data source concept: The data sources are distinct pools of data or 
information, with a specific purpose and behavior, used by the Web Portal to provide 
information and the services required by the crewmembers to execute their 
responsibilities. Every data source has its own entities, or abstract units that help to 
organize or sort out the information. The entities are themselves composed of a 
collection of elements. In our work we examined two data sources, the Roster and 
Documentation. The Roster comprises a set of activities a crewmember will have to 
execute during a period of time. The crewmember roster is usually planned with a 30-
day advance. As activities of crewmember we have for example Pairing, Ground 
Duty or Day Off to name a few. The Documentation encompasses all the available 
documentation in the Web Portal. A pair of elements defines documentation: 
documentation type and publisher. Documentation type informs the category to which 
the document belongs to in the internal organization. It can be in the form of Internal 
Communication and Schedules for instance. The publisher represents the entity or 
service responsible by the release of different documents found in the database. In 
relation to time, the documentation is periodically updated with new documents of 
different types submitted by the various publishers. The update can take one form of 
three actions: addition, change and removal of a document. 

3.2. Agent task concept: The agent task is the central structure. It represents the 
user’s fundamental requirement, or the need to be updated about events in the data 
sources. This need is expressed by conjugation of four  concepts: who, what and 
where, when and how and importance. 

- Who: is directly related to crewmember, the owner of the agent, responsible for 
the creation of tasks to be performed by the agent. Crewmember has its own data 
structures designed to support the appropriated representation.  
- What and where: represents the data sources and the selection of inherent 
elements chosen by the user to be watched over for new events. The data sources 
are Roster, composed of a schedule of activities, and Documentation, the 
collection of types of documents submitted by various publishers. 
- When and how: represents the task active period. The period of activity is 
directly related with how or recurrence type. The recurrence type defines the 
modus operandi of the agent in relation to time. There are four types of 
recurrence, namely: Never, Number of times, Until and Forever. 
- Importance: show how relevant is the task to the crew member. 
3.3. Crewmember concept: Represents the application user. It is organized in 

three views: 
- Application User: Information required to user access and interaction. 
- Basic Personal Information: Exhibits personal information about the user. 
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- Professional Category: Represents information about the user in terms of 
position (or rank) in a flight. It includes information about the crewmember such 
as: pool (type of aircraft the crewmember flies, for example, narrow body, wide 
body, A320 fleet, etc.), crew group (flight crew or cabin crew) and rank (the place 
in the chain of command within a crew group, for example, captain, cabin 
supervisor, etc.). This view is a fundamental aspect of the extraction of 
information about crewmember attitude toward the data sources. It is the prime 
aspect in the crewmember characterization to the judgment of the information 
present in the web portal, promoting the adequate suggestions.    
3.4. Data relation: Data relation is the fundamental path to attain knowledge about 

the considerations of the crewmember and the constituent professional classes in 
regard to the data sources when creating the tasks. The Data Relation provides the 
interface agent with the means to extract suggestions to the crewmember about new 
tasks.  The knowledge is captured by the conjugation of three concepts: relevance, 
proximity and view. These three concepts serve as a function to transmit the weight of 
a relationship between elements of a data source and a view derived from the 
professional category. The relationship weight function has the generic form: 

 
(1) 

F – is the function applied to extract the weight of the data source element (either 
the relevance or the proximity function, both defined below). 
Type(k, ds) – function to return an entity k part of the data source ds structure. 
Elem(Type(k, ds)) – is the function that returns an element from the data source ds. 
The variable ds can be one of two values: Roster or Documentation. 
v – the view represents the professional category chosen for interpretation of the 
element data source. At the foundation of the professional category is the concept 
rank. 
3.4.1. Relevance:  Relevance, or how significantly the data source element is 

employed, is the function revealing the importance one element present in a data 
source has to a professional category. The relevance function (mentioned in Equation 
1), is: 

 
(2) 

Type(k, ds) – the same as in equation 1. 
Elem(Type(k, ds), i, v) – is the function that returns the element i from the entity 
present k in data source ds. The variable ds can be one of two values: Roster or 
Documentation.  
v – the same as in equation 1. 
3.4.2. Proximity: Proximity, or how strongly each element from the data source is 

associated to another when defining tasks, informs how frequently each element 
present in a data source relates to another by the professional category standpoint. To 
calculate the weight from the relationship the function Proximity requires two 
different elements from the same data source. The proximity function (mentioned in 
Equation 1) is: 
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(3) 

Elem(Type(y, ds), i, v) – is the function that returns the element i from the entity y 
present in data source ds. The variable ds can be one of two values: Roster or 
Documentation. When addressing the same entity (y=z), variables i and j must be 
different; 
3.4.3. Data relation structure: To capture the relationships between the data 

source elements and the professional categories, a structure capable of supporting the 
functions of relevance and proximity in each data source was defined. The central 
component in the data relations’ structure would be the professional category 
viewpoint used to evaluate each data source element, namely pool, crew group or 
rank. The professional category chosen to define the viewpoint between the three was 
rank. The reason to the choice made was expediency, since through the rank we can 
also establish the relevance and proximity based on the crew group viewpoint with 
reduced effort. The number of tables needed to express relevance and proximity in 
each data source by a viewpoint is proportional to the number of elements types 
present in the same data source. For relevance the number of tables is given by n, 
where n is the number of entities present in the data source. For proximity the tables 
must express the closeness in each entity and between pairs of entities. So the total 
number of tables follows the progression: 

 

(4) 

In the worst-case scenario the total number of tables necessary to form Data 
Relations structure is: 

 

(5) 

nViews – number of viewpoints to judge the entities. 
nDatasources – number of data sources. 
nElemTypes(i) – number of element types the exist in data source i. 

For example in our case, with one viewpoint and two data sources, by application of 
the formula the total number of tables would be 1*(2+2*2+1) = 7. 

4   Relevance Processing 

Overview: Relevance Processing consists in revising the relevance of a data source 
element when a new task is submitted by a crewmember. The revision is directly 
aligned to the view derived from the crewmember professional category. Whenever a 
new task is created, a relevance value is given directly by the crewmember. The 
relevance has the goal of establishing how significant the task is to the user and to 
define the agent behavior to act accordingly. Hence this relevance defines the 
importance of a set of elements of a data source at the moment to the user. 
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Before submission, the task is processed to accommodate the user behavior. The 
user behavior during the interaction may convey implicit value pointing the agent to 
define more accurately the final relevance. Finally, when the task is accepted, the 
Data Relations structure, which expresses how the elements relate to the users and 
between themselves, must be updated to include the new relevance and so evolve as 
the crewmembers attitude about the same elements changes. How the elements relate 
to each other by a professional category view is the support to elaborate suggestions 
to the crewmember about new tasks. For the sake of understanding lets adopt an 
alternative naming convention, i.e. the idea of “personal opinion” and “general 
opinion”. 

Personal opinion definition: The relevance deriving from the user interaction as 
the crewmember “personal opinion” at the moment in regard to a set of elements is: 

 
(6) 

ProfView(cm) – function which extracts the view representing the professional 
category from the crewmember cm.  
Elem(Type(k, ds), i, ProfView(cm)) – function that returns the element i from the 
entity present k in data source ds. The variable ds can be one of two values: Roster 
or Documentation.  
General opinion definition: The value of the relevance found in Data Relations, 

for the same set of elements viewed by a professional category to which the 
crewmember belongs, is expressed as: 

 
(7) 

5   General Opinion Processing and Statistical Analysis 

Overview: Because it was opted to keep only one general opinion at a time, the 
method defined to deliver a new general opinion would be inspired by the exponential 
moving average. The key issue in the process of generating the new general opinion 
would be the smoothing factor α applied in the exponential moving average equation 
(see equation 9). The statistical analyses procedure adopted follows the five steps 
method mentioned in Estatística [3], that is, (i) goal setting and conditions, (ii) 
definition of data gathering process, (iii) data gathering, (iv) data analysis and (v) 
ascertainment of conclusions about the population acquired in the previous step.  

Goal settings and conditions: The main purpose of this study was to select the 
most acceptable method by comparing their behavior in a simulation with different 
smoothing factors to the average personal opinion. Another interesting condition to 
observe was how the very short memory term would affect the extraction of general 
opinions. All the methods were subordinated to the structure imposed by the Data 
Relations and so only one record of the general opinion would be stored at a time. 
This factor, although limiting, could be dealt without difficulty given the following 
conditions were met: 
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− Small classification range of the opinions, to limit possible irreconcilable 
deviations. In this case the range would be in a fairly manageable five qualities 
scale: Very low, Low, Normal, High, Very High; 

− General opinions included all the previous past general opinions and personal 
opinions feedback. This condition is mandatory and is inherent to all the methods 
devised; 

− Personal opinions would not deviate too much when addressing opinions to the 
same elements. Given the relative small scale, only dealing with extreme opinions 
would be of concern. 

The ability to react to greater and punctual deviations is dependent in two 
interconnected factors: 
− The structure of the data used to capture the general opinions; 
− The smoothing value chose for calculation of new general opinions with new 

personal opinions. 
While the personal opinions are based on five level strata according to their 
importance, all the intermediate calculations about the general opinion can work with 
different precisions. When needed a suggestion the general opinion obtained would be 
converted by rounding to a discrete value in the same five level scale, as indicated in 
equation 8. 

 
(8) 

The ability to translate later the data to a proper discrete group enables the future 
general opinion to be more sensitive and consistent with the evolution of the opinions 
given by the crewmembers.  By converting the general opinion to a suggestion via 
rounding allows the five groupings to have the same dimension and so ensure that 
bias toward a discrete value is avoided. The exponential moving average is presented 
in equation 9. 

 
(9) 

EMAt – new exponential moving average value; 
EMAt-1– previous exponential moving average value; 
Price – current value given; 
α – percent-based smoothing factor, 0 ≤ α ≤ 1 

Equation 10 shows the ensuing formula, which drove the calculation of new general 
opinions. The smoothing α determines how the general opinion should shift toward 
the new opinions. 

 
(10) 

Ogi – new general opinion value; 
Ogi-1 – previous general value; 
Opi -1 – submitted personal opinion; 
 
The main purpose was to directly observe the behavior of the method with 

different values α=0,5, α=0,33 and α=0,66 to select the most close to the average 
personal opinion in a sequence of personal opinions submission. Because only one 
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record is stored, the general opinion must be recalculated every iteration for the new 
personal opinion. 

Data gathering process: The data gathering process would have as basis the 
simulation of personal opinion submission for the same entity. Every simulation was 
established to evaluate the behavior of the methods in regard to two outcomes: how 
the general opinion and the suggestion made would respond after a personal opinion 
was submitted. The data gathering process consisted in observing the outcomes Og 
(equation 10) and Sug (equation 8) through the application of different factor α to the 
submission of n personal opinions. The number of personal opinions defined to the 
simulation was 50. The recorded values were compared by the perspective of the 
mean average (X) and mode (Mod). The random sampling was utilized to avoid bias 
introduction [3] as the typical pattern of submitting personal opinions was not known. 
Each personal opinion had the value scale of submission translated from a quality 
based to a discrete scale from 1 to 5 (very low to very high). The same discrete scale 
was used to convert general opinion to suggestion.  

 

 

Fig. 2: Group of calculations used in study 1 

The entity would have a neutral general opinion value in the start. In the base 
simulation two descriptive statistics measurements were inspected: 
− X – the average mean provides a rough estimate about the average opinion of the 

users and the behavior of the methods applied to extract general opinions and 
suggestions.  

− Mod – the mode indicates the value or range of values where the data concentration 
is bigger. In the specific case tells about the crewmembers most submitted value 
and general opinion and suggestion value made.  
 

 

Fig. 3: Group of calculations used in study 2 

The stored table data would be processed in three groups of study involving pairs 
(Opi, Ogi) and (Opi, Sugi) from each α and a process of study. The first study 
determines the global average difference between the average personal opinion and 
the general opinion and suggestion of the simulation.  Figure 2 shows the group of 
calculations used in this study. 
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Having as reference the mean average personal opinion, the second study finds 
how the opinion and general suggestion mean average deviates in the simulations. 
Figure 3 shows the group of calculations used. 

6   Results 

The first study was conceived to see the average difference in every record between 
the most regular general opinion and suggestion to the average personal opinion. The 
difference gives a sense of how close the general opinion and suggestion generated by 
α is to the average personal opinion. Table 1 shows the result obtained in study 1. 

Table 1: Results of Study 1 

α = 0,5  α = 0,33  α = 0,66   

Og Sug Og Sug Og Sug 

Op 0,59 0,62 0,40 0,57 0,77 0,80 

 
The second study shows the direct difference between the personal opinion average 

mean to general opinion and suggestion. Greater the value of deviation, greater 
chance of the general opinion and suggestion not be synchronized with the most 
prevalent personal opinion. Table 2 shows the result obtained. 

Table 2: Results of Study 2 

α = 0,5  α = 0,33  α = 0,66   

Og Sug Og Sug Og Sug 

Op 0,01 0,00 0,02 0,04 0,00 0,06 

 
The first study compares the performance of the α by every simulation record 

while the last evaluates the performance globally by processing the stored results of 
the 50 simulations in regard to the average value. 

The α = 0,5 updates the current general opinion by making it lean toward the new 
opinions with a neutral pace. This value neither highlights the general opinion nor 
accentuates the contribution of new personal opinions. 

The α = 0,33 emphasizes the value of the current general opinion, making the 
progression to new opinion slower. A factor α = 0,33 can reduce the impact of 
random extreme opinions which could distort the estimate of a realistic general 
opinion. 

The α = 0,66 facilitates the adoption of new personal opinions. This method is 
ideal when sudden changes in the personal opinions occur periodically spaced, 
making the general option harmonize faster. If the behavior of the personal opinions 
shifts constantly around extreme values makes the general opinion too sensible to the 
changes. In Table 1 we can see that the α = 0,33 has the better performance. In table 
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2, α = 0,5 had the lowest deviation score (Og = 0,01; Sug = 0,00) making the values 
returned by his application usually more close to the personal opinion tendency. 

To a lower smoothing factor the general opinion and the suggestion tends to be 
more close to the average personal opinion, while they seem to suffer from worse 
effectiveness in keeping pace with the most recent personal opinion. By the objective 
of the analyses both α = 0,5 and α = 0,33 are generally better than the alternative, 
having the lower deviation and the smaller difference value from the average personal 
opinion. This performance was already expected at the beginning of the simulation. 
The combination of these two factors means that lower α gets values more close to the 
most common personal opinion at a very satisfactory rate. The smoothing value 
should be updated in the future to increasingly adapt to the behavior of the 
population: 
− If the population tends to have a very regular set of opinions punctuated with 

sporadic extreme opinions α should decrease. 
− If the population shifts to new set of opinions periodically α should increase; 
In our work we have set the value of α to 0,45. 

7   Conclusions and Future Work 

By implementing this Web Portal Interface Agent we hope to improve the 
dissemination of crucial information to each professional category. All the 
crewmembers help to define what is important to them at a time and indirectly share 
that knowledge or opinion between them in the form of general opinion. Because the 
gathering and processing of the tasks is continuous this makes current suggestions 
always sensitive to the needs of the users. Two immediate tests can provide more 
accurate results about the actual performance of the agent, being the first one a more 
extended use of the interface agent by the crewmembers and evaluation of the 
crewmember’s feedback about the agent behavior and utility. With time, a more 
precise perception about the general behavior of the crewmembers can become more 
evident and so help to locate a smoothing factor more efficient. The smoothing factor 
would be gradually adjusted according to the variations.  

Alternatively, a different approach to the calculation of suggestion can be adopted. 
The current data structure supports the implementation of different methods to find a 
general opinion by different ways because it stores the data concerning all the past 
tasks. The past data is an enormous source of information for the application of 
different statistical methods. An interesting test would be to evaluate the difference in 
performance between the exponential moving average and suitable method of 
comparison like mean average or preferably the weighted arithmetic mean. Since the 
data structure allows with little effort the implementation of different methods for the 
calculation of relevance we have greater flexibility and a greater chance of 
adaptability of the agent to current and future patterns of crewmember behavior.  

One interesting path would be to expand the number of present category views 
applied to extract suggestions and so get increasingly more detailed users profiles. 
While the number of viewpoints to evaluate opinions may grant more insight about 
the nature of each user and consequently more adequate answers, it comes at a cost. 
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The cost would derive directly of the rate of growth of the data structure presented in 
section 3. One future course of action could be to broaden the number of data sources 
monitored. Currently the Interface Agent is expressly conceived for crewmember in 
regard to the interaction with the two data sources, documentation and roster. Yet 
there is more information sources present in Web Portal with the possibility of 
exploration. In our opinion the interface agent is a benefit working in both ways. By 
the perspective of crewmember, promotes the timely acquisition of relevant 
information granting the user with more independence and autonomy. To the Web 
Portal, the major improvement comes with clarification of the notion of crucial 
content throughout the professional categories. This allows a more efficient diffusion 
of information without the direct interference of the airline company personal. 
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Abstract. The extraction of a Minimal Unsatisfiable Core (MUC) in
a Constraint Satisfaction Problem (CSP) aims to identify a subset of
constraints that make a CSP instance unsatisfiable. Recent work has
addressed the identification of a Minimal Set of Unsatisfiable Tuples
(MUST) in order to restore the CSP satisfiability with respect to that
MUC. A two-step algorithm has been proposed: first, a MUC is identified,
and second, a MUST in the MUC is identified. This paper proposes an
integrated algorithm for restoring satisfiability in a CSP, making use of an
unsatisfiability-based MaxSAT solver. The proposed approach encodes
the CSP instance as a partial MaxSAT instance, in such a way that
solving the MaxSAT instance corresponds to identifying the smallest set
of tuples to be removed from the CSP instance to restore satisfiability.
Experimental results illustrate the feasibility of the approach.

Key words: constraint satisfaction problems, minimal unsatisfiable cores,
minimal set of unsatisfiable tuples, maximum satisfiability

1 Introduction

The identification of unsatisfiable problem instances poses a few questions, in-
cluding knowing why the instance is unsatisfiable and how it can be repaired
to become satisfiable. For example, configuring a product may not always result
in a feasible configuration, but in that case the customer would be pleased to
receive explanations to understand what made the configuration unfeasible or
alternatively to receive some hints about how to make it feasible. Such feedback
is in general expected to be as precise as possible, i.e. to identify a minimal
reason of unsatisfiability and to minimize the impact of restoring satisfiability.

If one considers Boolean satisfiability (SAT), then these questions are an-
swered identifying Minimal Unsatisfiable Subformulas (MUSes) and obtaining
Maximum Satisfiability (MaxSAT) solutions. Similarly, in the context of the
Constraint Satisfaction Problem (CSP) these questions are answered by identify-
ing Minimal Unsatisfiable Cores (MUCs) and obtaining Maximum CSP (MaxCSP)
solutions. However, as recently pointed out [7], in CSPs one may consider un-
satisfiable sets of tuples instead of unsatisfiable sets of constraints. The first is
⋆ Research partially funded by FCT project SHIPs (PTDC/EIA/64164/2006).
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considered to be a finer-grained explanation as unsatisfiable sets of tuples may
eventually not contain as many tuples as unsatisfiable sets of constraints.

Let us get back again to the configuration of a product. Suppose you have
two configuration requirements for your new car: (1) it has to be a sports car
and (2) you want it to have the most inexpensive type of seats. It turns out that
the car model that you have selected does not allow such configuration. So you
may be simply told that those two requirements are not compatible or, much
better, that a sports car must have leather seats which is incompatible with
having cloth seats. The latter explanation is certainly more precise. Also, it will
be easier for you to repair the initial configuration either keeping all but one of
the characteristics of a sports car (leather seats) or forgetting about inexpensive
seats.

This paper addresses the problem of repairing an unsatisfiable CSP instance
by removing the smallest number of tuples. This has in general less impact than
removing constraints, and in the worst case the same impact. A MaxSAT en-
coding is used to solve the problem of repairing a CSP for which constraints
are defined as conflicts, with no need of first extracting a MUC. Using an
unsatisfiability-based MaxSAT solver has the advantage of identifying unsat-
isfiable sets of tuples while restoring satisfiability.

The paper is organized as follows. The next section introduces the prelimi-
naries, alongside with illustrative examples. Next, the new approach for restoring
satisfiability in a CSP using MaxSAT is described. Experimental results show
that the proposed approach is feasible. Finally, the paper concludes and points
out future research directions.

2 Preliminaries

2.1 CSPs, MUCs and MUSTs

In what follows we assume that CSP variables have finite domains and that the
constraints over variables correspond to conflicts rather than supports.

Definition 1. (CSP) A CSP instance is a triple (X,D,C) where X = {x1, . . . ,
xn} is a set of n variables, D = {d(x1), . . . , d(xn)} is a set of n domains,
where each domain d(x) corresponds to the domain of variable x ∈ X, and
C = {c1, . . . , cm} is a set of m constraints. Each constraint c ∈ C is a pair
c = (S,R) where S is a sequence of variables of X, called the constraint scope,
and R is a |S|-ary relation over D, called the constraint relation.

An assignment to a CSP instance is a set {(v1, a1), . . . , (vk, ak)} where {v1, . . . ,
vk} ⊆ X is a set of variables and ai ∈ d(vi) for all i with 1 ≤ i ≤ k. In case k = n
the assignment is said to be complete. Assuming that a constraint relation spec-
ifies disallowed assignments, i.e. the conflicts, a solution to a CSP instance is a
complete assignment such that no assignment to a constraint scope is a member
of the corresponding constraint relation. A CSP instance for which there is a
solution is said to be satisfiable; otherwise it is said to be unsatisfiable.
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Fig. 1. Graphical representation of the CSP instance from Example 1

Example 1. (CSP) Let P be the CSP instance graphically represented in Fig-
ure 1. Formally, P = (X,D,C), with X = {x1, x2, x3}, D = {d(x1) = {0, 1}, d(x2)
= {1, 2, 3}, d(x3) = {1, 2}} and C = {c1, c2, c3} = {((x1, x2), {(0, 1), (0, 2), (0, 3),
(1, 2), (1, 3)}), ((x1, x3), {(1, 1), (1, 2)}), ((x2, x3), {(1, 1), (1, 2)})}. Figure 1 rep-
resents P taking into account its variables and constraint scopes (top) and its
variable domains and constraint relations (bottom). The arrows denote the order
of the variable values in the conflict tuples.

We should note that the constraints of the previous example could be alter-
natively defined in terms of allowed assignments, i.e. the supports. In some cases
such approach has the advantage of requiring less tuples. For example, c1 would
become ((x1, x2), {(1, 1)}) instead. But in other cases it may be the contrary.
For example, c2 would become ((x2, x3), {(2, 1), (2, 2), (3, 1) (3, 2)}).

Definition 2. (UC) An unsatisfiable core (UC) of an unsatisfiable CSP P =
(X,D,C) is a CSP instance P ′ = (X ′,D′, C ′) such that (1) P ′ is unsatisfiable
and (2) X ′ ⊆ X, D′ ⊆ D is the set of domains of variables in X ′ and C ′ ⊆ C
is the set of constraints with their scopes in X ′.
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An unsatisfiable core (UC) of an unsatisfiable CSP instance is a CSP instance
that is a subset of the former one with respect to its variables, domains and
constraints, and is still unsatisfiable. An unsatisfiable CSP instance has at least
one UC corresponding to itself.

An unsatisfiable core is expected to be minimal as it should be as precise
as possible when identifying the causes of unfeasibility, thus extracting minimal
unsatisfiable cores (MUCs). An UC has at least one MUC, and in case it is
unique then the MUC is equal to the UC. Removing one constraint per MUC
restores satisfiability. A smaller number of constraints suffices when constraints
are shared by different MUCs.

Definition 3. (MUC) A minimal unsatisfiable core (MUC) of an unsatisfiable
CSP instance P is an UC of P , say P ′, such that removing any of the constraints
of P ′ makes the resulting CSP instance satisfiable.

Providing the user with explanations of unsatisfiability of CSPs has been
first addressed with QuickXplain [8]. Moreover, the extraction of MUCs in CSPs
has been recently made feasible [5]. The proposed algorithm performs successive
runs of a complete backtracking search, using weights, in order to isolate an
inconsistent subset of constraints.

Another approach for explaining unfeasibility consists in dealing with the tu-
ples of constraint relations (in the sequel called tuples) rather than constraints
defined as a pair with their scopes and relations [7]. This approach has clear
advantages. Instead of identifying a set of constraints as the causes of unsatis-
fiability, a set of tuples is identified. Consequently, restoring satisfiability when
considering tuples implies removing tuples rather than constraints, which may
have a minor impact on the encoding. This assumes that, when making the
encoding of a CSP instance, errors have been introduced when encoding a few
tuples rather than when encoding a few constraints (including all its tuples).

Definition 4. (MUST) A minimal unsatisfiable set of tuples (MUST) of an
unsatisfiable CSP P = (X,D,C), with C = {(S1, R1), . . . , (Sm, Rm)}, is a CSP
P ′ = (X ′,D′, C ′) such that (1) P ′ is unsatisfiable, (2) ∀(S′, R′) ∈ C ′ ∃(S,R) ∈
C : S′ = S ∧ R′ ⊆ R, X ′ ⊆ X is the set of variables in S′ and D′ ⊆ D is
the set of domains of variables in X ′ and (3) removing any tuple from R′ s.t.
(S′, R′) ∈ C ′ makes the resulting CSP instance satisfiable.

It is worth mentioning that tuples in a MUST do not necessarily belong to
constraints in a MUC. An illustrative example is given bellow.

Example 2. (MUC and MUST) Figure 2 illustrates MUCs and MUSTs of the
CSP instance P introduced in Example 1. P has two MUCs: one with c1 and
c2 and another one with c1 and c3. An intuitive explanation is the following:
c1 implies the assignment {(x1, 1), (x2, 1)}, whereas c2 forbids the assignment
{(x1, 1)} and c3 forbids the assignment {(x2, 1)}. Any of these MUCs contains
seven tuples. Several MUSTs can be identified in P but only two of them are
illustrated in the figure (bottom). One of them (left) corresponds to the small-
est MUST and contains only five tuples. The point is that not all tuples from
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Fig. 2. MUCs and MUSTs of the CSP instance from Example 1

constraint c1 are required to make the instance unsatisfiable when considering
also c2. The other MUST (right) contains six tuples with the particularity of
covering all the constraints.

Satisfiability of a CSP can be restored by removing one tuple of each MUST.
Similarly to MUCs, a smaller number of tuples may be removed when tuples
are shared by different MUSTs. For the running example, removing a tuple
representing either the conflict between assignments x1 = 0 and x2 = 2 or
assignments x1 = 0 and x2 = 3 suffices to restore satisfiability.

2.2 SAT, MUSes and MaxSAT

We assume the reader is familiar with the SAT problem that consists in deciding
whether there exists a satisfying assignment to a set of Boolean variables such
that a given CNF formula is satisfied. A CNF formula is a conjunction of clauses,
where a clause is a disjunction of literals and a literal is a Boolean variable or
its complement (a positive or a negative literal, respectively).

A large body of research in SAT has been devoted to explaining unfeasibility
of CNF formulas in the last decade. These explanations have many different
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applications and are of the utmost importance in model checking using SAT
solvers. For each iteration, if the call to the SAT solver returns no solution, then
an explanation is extracted to be incorporated in the next iteration. Clearly, this
explanation should be as precise as possible. Explanations including irrelevant
clauses are expected to have a negative impact in the subsequent iterations.

The design of tools to identify unsatisfiable subformulas (USes) in SAT for-
mulas has been early addressed by Bruni [2] who used an heuristic approach to
identify a subset of clauses that are still unsatisfiable. Later on, Zhang [18] and
Goldberg [4] proposed a similar idea of extracting unsatisfiability proofs based
on the resolution steps taken for deriving the empty clause. These resolution
steps are implicitly behind the conflict clauses added to the formula as a result
of the analysis of conflicts during the search. The identification of all the minimal
unsatisfiable subformulas (MUSes) in a systematic way was first developed by
Liffiton [11, 12] and later used for identifying the smallest MUS in an efficient
way [10]. The identification of MUSes has also shown to be competitive recur-
ring to a local search procedure as a preprocessing step to reduce the number of
clauses that may be part of the MUS [6].

The MaxSAT problem consists in finding the largest number of clauses that
can be satisfied in a CNF formula. The partial MaxSAT problem distinguishes
between hard and soft clauses: hard clauses must be satisfied by any solution,
while the number of soft clauses satisfied by a solution must be maximized.
Partial MaxSAT can be seen as a compromise between SAT and MaxSAT where
the hard clauses are treated as a SAT problem and the soft clauses are treated
as a MaxSAT problem.

3 Restoring Satisfiability with MaxSAT

The goal of restoring satisfiability of a CSP instance with a minimal impact can
be achieved by identifying the smallest size set of tuples to be removed from the
CSP constraint relations. Removing these tuples guarantees that the instance
is no longer unsatisfiable, whereas adding any of the removed tuples makes the
instance unsatisfiable.

With the aim of restoring CSPs satisfiability, recent work by Grégoire et al. [7]
introduced a two-step algorithm: (1) identify a MUC and (2) identify a MUST
in that MUC. This algorithm is called Muster and is outlined in Algorithm 1.
The extraction of a MUC and the extraction of a MUST is performed by using
tools developed in the past which are publicly available.

This paper suggests restoring CSP satisfiability with MaxSAT, which guar-
antees restoring satisfiability. This is a clear advantage with respect to Muster,
which only removes one MUST. The proposed algorithm involves three steps: (1)
encoding the problem into partial MaxSAT, (2) solving the partial MaxSAT in-
stance and (3) identifying the tuples to be removed from the CSP instance given
the partial MaxSAT solution. The pseudo code for this procedure is illustrated
in Algorithm 2. For each partial MaxSAT instance P ′ encoding a CSP instance
P , there is a mapping between each MaxSAT variable and each domain value of
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Algorithm 1 Identifying a MUST in a CSP

Muster(CSP P )

1 P ′ ← Extract MUC from P
2 P ′

SAT ← Encode CSP P ′ into SAT
3 � MP ′−P ′

SAT
contains mapping SAT/CSP

4 SolP ′
SAT
← Extract MUS from P ′

SAT

5 P ′′ ← CSP with recovered constraint tuples from SolP ′
SAT

using MP ′−P ′
SAT

6 return P ′′

Algorithm 2 Restoring CSP satisfiability with MaxSAT

RestoreCSPwithMaxSAT(CSP P )

1 PPMaxSAT ← Encode P as a partial MaxSAT instance
2 � MP−PP MaxSAT contains mapping SAT/CSP
3 SolPP MaxSAT ← PMaxSATsolver(PPMaxSAT )
4 P ′ ← CSP with recovered constraint tuples from SolPP MaxSAT using MP−PP MaxSAT

5 return P ′

a CSP variable. A partial MaxSAT solver is then called to solve P ′. Its solution
is used to identify the set of constraint tuples of P to be removed. In this section,
we will explain how to encode a CSP instance into a partial MaxSAT instance
to restore satisfiability.

3.1 A MaxSAT Encoding

We recall that given a CSP instance P = (X,D,C) for which the constraints
represent conflicts, it is encoded into a SAT instance P ′ as follows 3:

– For each variable x ∈ X and each value in the corresponding domain d(x) ∈
D is created a Boolean variable.

– For each set of Boolean variables {b1, . . . , b|d(x)|} associated with the same
CSP variable x ∈ X is created one clause (b1 ∨ . . . ∨ b|d(x)|) to ensure that
each CSP variable is assigned at least one value and a set of binary clauses
(¬bi ∨¬bj) with 1 ≤ i < j ≤ |d(x)| to ensure that no more than one value is
assigned to a CSP variable. In what follows, these clauses will be called at
least one clauses and at most one clauses, respectively.

– For each tuple t ∈ R of each constraint c = (S,R) ∈ C is created a clause with
|S| negative literals to ensure that the corresponding values are disallowed.
In what follows, these clauses will be called conflict clauses.

3 Details about encoding CSP into SAT and vice versa can be found in [17].
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We should note that there exist alternative encodings for guaranteeing that
exactly one value is assigned to each CSP variable (see for example [13, 16]).

Example 3. (CSP to SAT) Consider a CSP instance P = (X,D,C) = ({x1, x2},
{d(x1) = {1, 2}, d(x2) = {1, 3}}, {((x1, x2), {(1, 1), (2, 3)})}). Let us consider
that a Boolean variable bij corresponds to the domain value j ∈ d(xi) ∈ D
of variable xi ∈ X. The corresponding SAT instance has therefore the follow-
ing set of clauses: {(x11 ∨ x12), (x21 ∨ x23), (¬x11 ∨¬x12), (¬x21 ∨¬x23), (¬x11 ∨
¬x21), (¬x12 ∨ ¬x23)}. The first two clauses correspond to at least one clauses,
the next two clauses correspond to at most one clauses and the last two clauses
correspond to conflict clauses.

The CSP to SAT encoding used by Muster does not include the at most one
clauses. Provided that every at least one clauses belong to the MUST, computing
one MUST amounts to compute one MUS in the CNF formula.

Consider an unsatisfiable CSP instance P = (X,D,C) with constraints rep-
resenting conflicts and for which the minimum set of tuples to be removed in
order to restore satisfiability is to be found. This problem is encoded into a
partial MaxSAT instance P ′ as follows:

– Each at least one clause produced by an encoding of P into SAT is a hard
clause of P ′.

– Each conflict clause produced by an encoding of P into SAT is a soft clause
of P ′.

Remark 1. When using the MaxSAT encoding to restore satisfiability of a CSP
instance, there is no need of adding at most one clauses to guarantee a one-to-one
correspondence between Boolean variables and CSP variable values.

Proof. We assume that the CSP instance is unsatisfiable. The hard clauses guar-
antee that at least one value is assigned to each CSP variable. The soft clauses
guarantee the smallest number of violated constraints. Having more than one
value assigned to a CSP variable, which means that any of those values can be
selected to be in the solution, cannot reduce the number of violated constraints.

Proposition 1. A solution to the MaxSAT instance P ′ corresponds to the min-
imum set of tuples to be removed from P in order to restore satisfiability.

Proof. The hard clauses guarantee that any solution to the partial MaxSAT
instance corresponds to a CSP complete assignment. Each soft clause represents
one tuple in a constraint. Hence, a solution to the partial MaxSAT instance
satisfies the largest number of tuples, which is equivalent to unsatisfying the
smallest number of tuples.

As an additional remark, observe that MaxSAT has been used in the past
to solve the MaxCSP problem [1], thus allowing to know which constraints have
to be removed to restore satisfiability of a CSP. Although the motivation of
this use of MaxSAT clearly differs from the one proposed here, the encoding is



Restoring CSP Satisfiability with MaxSAT 201

similar. Observe that a given assignment to the variables in a constraint scope
can correspond to at most one tuple of the constraint relation, in which case
we say that that that conflict tuple is violated. Hence, the number of violated
constraints corresponds to the number of violated conflict tuples.

3.2 Unsatisfiability-Based MaxSAT Solvers

Unsatisfiability-based MaxSAT solvers [3, 15, 14] represent an approach for solv-
ing MaxSAT problem instances, which contrasts with the traditional MaxSAT
solvers based on branch and bound algorithms [9]. Unsatisfiability-based MaxSAT
solvers iteratively identify Unsatisfiable Subformulas (USs), not necessarily min-
imal, which are relaxed after being identified. Clauses are relaxed by adding one
relaxation variable per clause. The use of cardinality constraints on the variables
used to relax clauses in USs guarantees that a minimum number of clauses is
relaxed. Hence, the MaxSAT solution is computed. The identification of clauses
in USs is iterated until the resulting formula is satisfiable. In this case, one clause
from each identified US is relaxed. A number of variants of MaxSAT algorithms
have been proposed [3, 15, 14], which differ on the actual organization of the
algorithm, and the way cardinality constraints are encoded to clausal form.

The use of unsatisfiability-based MaxSAT solvers has the advantage of having
a solver which identifies unsatisfiable cores while running. Hence, in case a solu-
tion is not found within the allowed CPU time, there is still relevant information
for restoring satisfiability.

In this paper we will be using the unsatisfiability-based MSUnCore [15,
14] version of April 2009. For this reason, we will use the name MSUnCore to
denote the MaxSAT-based algorithm for restoring CSPs satisfiability.

3.3 Muster vs MSUnCore

A few interesting remarks are made bellow in order to stress that MSUnCore
should be considered as an alternative approach to Muster.

We should first clarify how the Muster algorithm could be instrumented to
restore CSPs satisfiability. First, a MUC is identified in a CSP. Second, MUSTs
in the MUC are identified to restore satisfiability, i.e. the required tuples are
removed from the MUC such that it becomes satisfiable. Now these same tuples
are removed from the CSP and the whole process is repeated.

Remark 2. The solution provided by MSUnCore removes a number of tuples
that is equal or smaller than the iterated application of Muster.

Proof. Muster first identifies a MUC and then MUSTs within the MUC. This
does not guarantee removing tuples shared by MUSTs belonging to different
MUCs. (Figure 2 illustrates this issue: unless Muster is lucky enough to remove
tuple (0, 2) or tuple (0, 3), Muster will remove 2 tuples in two iterations, while
MSUnCore will remove only one tuple.)
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Remark 3. The number of Unsatisfiable Sets of Tuples (USTs) identified by
MSUnCore during the search provides a lower bound for the number of tu-
ples to be removed to restore satisfiability.

Proof. Unsatisfiability-based MaxSAT solvers (of which MSUnCore is a con-
crete example), iteratively identify and relax unsatisfiable subformulas (USs).
Moreover, for each iteration for which a US is found, the number of clauses to
relax is increased by 1. Consequently, at each step of the MSUnCore algorithm,
the number of identified USs represents a lower bound on the MaxSAT solution,
and so represents a lower bound on the number of tuples to be removed to restore
satisfiability.

4 Experimental Evaluation

The experimental evaluation was performed over a set of instances from the First
CSP Competition (http://cpai.ucc.ie/05/CallForSolvers.html). This set
of instances corresponds to the set of instances used to test Muster [7].

Table 1 provides the characterization and results for each instance. Each in-
stance is characterized in terms of the number of CSP variables (#vars) and
constraints (#constr). In addition, the CPU time required by Muster to iden-
tify one MUC and one MUST in that MUC is given (1MUC+1MUST), as well
as the CPU time required by an unsatisfiability-based MaxSAT solver (MSUn-
Core [14]) to identify the first UST (1UST), which is not necessarily minimal.
Additional information gives the CPU time required by MSUnCore to restore
satisfiability (AllMUSTs), which implies eliminating all MUSTs, as well as the
total number of tuples to be removed to restore satisfiability (RemovedTuples).
The CPU time was limited to 1000 seconds (TO means timeout). In case only
a few USTs are identified, it is given a lower bound on the number of tuples to
be removed to restore satisfiability.

The results included for Muster where taken from [7]. We should therefore
note that the machine used for running MSUnCore is not significantly different
from the one used for running Muster. Muster was run on a Pentium IV
3GHz under Linux Fedora Core 5, whereas MSUnCore was run on a Intel Xeon
5160 3GHz under RedHat Enterprise Linux WS4. The performance difference is
therefore not significant for the conclusions to be drawn below.

First of all, the results illustrate the feasibility of the proposed approach.
Many times MSUnCore is able to restore satisfiability faster than Muster
is able to identify one MUST in a MUC. Also interesting is to note that most
instances are restored in terms of satisfiability by removing very few tuples. This
supports the claim that removing tuples has a very little impact. For the cases
where MSUnCore is not able to completely restore satisfiability, it is able to
identify a few USTs though, which gives a lower bound on the number of tuples
to be removed. In any case, the identification of the first UST by MSUnCore
is always faster than using Muster. Also, MSUnCore seems to require more
time when the number of tuples to be removed is larger.
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Table 1. Experimental results

Instance CSP Muster MSUnCore
Name #vars #constr 1MUC+1MUST 1UST AllMUSTs RemovedTuples

composed-25-1-2-0 224 4,440 23.80 0.01 0.04 1
composed-25-1-2-1 224 4,440 26.56 0.01 0.67 3
composed-25-1-25-8 247 4,555 15.10 0.01 0.18 2
composed-75-1-2-1 624 10,440 77.27 0.01 0.17 2
composed-75-1-2-2 624 10,440 81.18 0.01 0.19 2
composed-75-1-25-8 647 10,555 82.78 0.01 0.25 2
composed-75-1-80-6 702 10,830 69.65 0.01 0.16 2
composed-75-1-80-7 702 10,830 392.08 0.01 0.05 1
composed-75-1-80-9 702 10,830 95.17 0.01 0.18 2
qk 10 10 5 add 55 48,640 TO 74.62 92.89 1
qk 10 10 5 mul 105 49,140 2814.28 99.55 111.16 1
qk 8 8 5 add 38 19,624 548.03 6.04 13.44 1
qk 8 8 5 mul 78 19,944 531.90 10.58 19.36 1
graph2 f25 2,245 145,205 853.41 0.36 1.64 1
qa 3 40 800 8.64 0.01 0.06 1
dual ehi-85-297-14 4,111 102,234 43.61 0.14 TO ≥8
dual ehi-85-297-15 4,133 102,433 29.88 0.15 TO ≥8
dual ehi-85-297-16 4,105 102,156 33.73 0.15 TO ≥8
dual ehi-85-297-17 4,102 102,112 47.04 0.15 TO ≥8
dual ehi-85-297-18 4,120 102,324 33.88 0.15 TO ≥8
dual ehi-90-315-21 4,388 108,890 38.16 0.28 TO ≥8
dual ehi-90-315-22 4,368 108,633 48.26 0.26 TO ≥8
dual ehi-90-315-23 4,375 108,766 15.09 0.25 TO ≥8
dual ehi-90-315-24 4,378 108,793 29.99 0.21 TO ≥7
dual ehi-90-315-25 4,398 108,974 34.30 0.20 TO ≥8
scen6 w2 648 513,100 TO 2.51 TO ≥7
scen6 w1 f2 319 274,860 TO 17.25 31.83 1
scen11 f10 4,103 738,719 602.53 1.99 TO ≥4
scen11 f12 4,103 707,375 541.95 1.87 TO ≥3

5 Conclusions and Future Work

This paper suggests the use of MaxSAT to restore CSP satisfiability by removing
the smallest number of constraint tuples. This solution contrasts with a MaxCSP
solution as tuples instead of constraints are removed. We argue that removing
tuples is more adequate for most of the problems due to having a minor impact.

Future work includes adapting MSUnCore for identifying minimal unsatis-
fiable cores. This will have the advantage of identifying MUSTs instead of USTs,
which are more relevant in case the search does not terminate in the given time-
out.
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5. É. Grégoire, B. Mazure, and C. Piette. Extracting MUSes. In European Conference
on Artificial Intelligence, pages 387–391, 2006.
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7. É. Grégoire, B. Mazure, and C. Piette. MUST: Provide a finer-grained explana-
tion of unsatisfiability. In International Conference on Principles and Practice of
Constraint Programming, pages 317–331, 2007.

8. U. Junker. QUICKXPLAIN: Preferred explanations and relaxations for over-
constrained problems. In AAAI National Conference on Artificial Intelligence,
pages 167–172, 2004.

9. C. M. Li and F. Manyà. MaxSAT, hard and soft constraints. In A. Biere, M. Heule,
H. van Maaren, and T. Walsh, editors, SAT Handbook, pages 613–631. IOS Press,
2009.

10. M. Liffiton, M. Mneimneh, I. Lynce, Z. Andraus, J. Marques-Silva, and K. Sakallah.
A branch and bound algorithm for extracting smallest minimal unsatisfiable sub-
formulas. Constraints, In Press, 2009.

11. M. Liffiton and K. Sakallah. On finding all minimally unsatisfiable subformulas.
In International Conference on Theory and Applications of Satisfiability Testing,
pages 173–186, 2005.

12. M. Liffiton and K. Sakallah. Algorithms for computing minimal unsatisfiable sub-
sets of constraints. Journal of Automated Reasoning, 40(1):1–33, 2008.

13. J. Marques-Silva and I. Lynce. Towards robust CNF encodings of cardinality
constraints. In International Conference on Principles and Practice of Constraint
Programming, pages 483–497, 2007.

14. J. Marques-Silva and V. Manquinho. Towards more effective unsatisfiability-based
maximum satisfiability alg orithms. In International Conference on Theory and
Applications of Satisfiability Testing, pages 225–230, 2008.

15. J. Marques-Silva and J. Planes. Algorithms for maximum satisfiability using un-
satisfiable cores. In Design, Automation and Test in Europe Conference, pages
408–413, 2008.

16. C. Sinz. Towards an optimal CNF encoding of boolean cardinality constraints. In
International Conference on Principles and Practice of Constraint Programming,
pages 827–831, 2005.

17. T. Walsh. SAT v CSP. In International Conference on Principles and Practice of
Constraint Programming, pages 441–456, 2000.

18. L. Zhang and S. Malik. Validating SAT solvers using an independent resolution-
based checker: Practical implementations and other applications. In Design, Au-
tomation and Test in Europe Conference, pages 10880–10885, 2003.



An Evaluation of Heuristic Functions for Bicriterion
Shortest Path Problems⋆

E. Machuca, L. Mandow and J.L. Pérez de la Cruz

Dpto. Lenguajes y Ciencias de la Computación. Universidad de Málaga 29071 - Málaga (Spain).
{machuca, lawrence, perez}@lcc.uma.es

Abstract. The paper considers a set of heuristic search algorithms for the Bicri-
terion Shortest Path Problem. These are presented as particular casesof a more
general algorithm. Their performance is evaluated over a random problem set
using two general heuristic functions proposed by Tung & Chew (1992). The ex-
perimental results show that the heuristics reduce the space requirements of the
algorithms considered. One contribution of this paper is to show that, contrary
to intuition, no improvement in time performance is achieved in these cases by
using heuristics. In fact, one of the heuristics appears to work against time effi-
ciency. The paper provides also an explanation to the observed phenomena and
points out possible lines of improvement.

1 Introduction

Heuristic search in Shortest Path Problems is a central fieldof study in Artificial Intel-
ligence. The A∗ algorithm [1] [2][3] is an efficient solution for the case of admissible
graph search guided by single-objective heuristic evaluation functions.

The Bicriterion Shortest Path Problem (BSP) is an extensionof the Shortest Path
Problem with practical applications in different domains,like routing in multimedia net-
works [4], route planning [5] satellite scheduling [6], or domain independent planning
[7]. BSP problems require the evaluation of two different and frequently conflicting
objectives for each alternative. These problems rarely have a single optimal solution.
Most frequently, a set ofnondominated(Pareto-optimal) solutions can be found, each
one presenting a particular trade-off between the objectives under consideration. The
number of nondominated solutions in BSP problems is known togrow exponentially
with solution depth in the worst case [8]. Fortunately, several classes of interesting
multiobjective problems do not exhibit this worst-case behavior [9].

The Artificial Intelligence and Operations Research communities have contributed
several extensions of the A* algorithm to the multiobjective case. These include Tung-
Chew [10], MOA* [ 11], and NAMOA* [12]. One of the fundamental differences be-
tween these algorithms is their path/node selection strategies. The selection strategy of
NAMOA* was shown to have better formal properties than that of MOA*, and to im-
prove in space requirements both formally and empirically [12] [13]. However, to the

⋆ This work is partially funded by/Este trabajo está parcialmente financiado por: Consejería de
Innovación, Ciencia y Empresa. Junta de Andalucía (España), P07-TIC-03018
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author’s knowledge, there are no results comparing the performance of the heuristic
selection strategies of NAMOA* and Tung-Chew.

The work of Tung & Chew [10] described also two general heuristic functions for
multiobjective shortest path problems. The real impact of these heuristic functions in
algorithm performance has never been tested with empiricalresults. This paper consid-
ers a general bicriterion search procedure that encompasses both NAMOA* and Tung-
Chew. The impact of Tung and Chew’s heuristics in the time andspace requirements of
several particular instances of this procedure is evaluated over a random problem set.
Several of the algorithms considered exhibit a similar reduction in space requirements
when compared to uninformed search. However, contrary to intuition, no improvement
in time performance is achieved. In fact, one of the heuristics considered seems to work
against time efficiency. The paper provides an explanation to the observed phenomena
and points out possible lines of improvement.

The structure of the paper is as follows. Section2 introduces some common termi-
nology useful to understand BSP problems and a description of the heuristics analyzed
in the paper. It also describes a general multiobjective search procedure that helps to
identify the four particular algorithms used in the experiments. Section3 describes the
experimental setup, and analyzes the space and time requirements of the algorithms
considered. An adequate explanation of the observed phenomena is presented. Finally
some conclusions and future work are outlined.

2 Algorithms

2.1 Bicriterion Shortest Path Problems

Let us consider twoq-dimensional vectorsv,v′ ∈ Rq. A partial order relation≺ de-
nominateddominanceis defined as follows,v ≺ v′ iff ∀i(1 ≤ i ≤ q) vi ≤ v′

i and
v 6= v′, wherevi denotes the i-th component of vectorv.

Given twoq-dimensional vectorsv andv′ (whereq > 1), it is not always possible
to say that one is better than the other. For example in a bidimensional cost space vector
(2, 3) dominates(2, 4), but no dominance relation exists between(2, 3) and(3, 2).

Given a set of vectorsX, we shall definend(X) as the set of non-dominated vectors
in X, i. e.,nd(X) = {x ∈ X | ∄y ∈ X y ≺ x}

A total order relation≺L denominatedlexicographic orderis defined as follows,
v ≺L v′ iff for some j, vj < v′

j and∀i < j, vi = v′
i. A useful property of the

lexicographic order is that the lexicographic optimum in a set of vectors is also a non-
dominated vector.

Let G be a locally finite labeled directed graphG = (N,A, c) with |N | nodes and
|A| arcs(n, n′) labeled with positive vectorsc(n, n′) ∈ Rq. The cost of a path is defined
as the sum of the costs of its arcs; obviously, the cost of a path is aq-dimensional vector.
A multiobjective search problem inG is stated as follows:

Given a start nodes ∈ N and a set of goal nodesΓ ⊆ N , find the set of allnon-
dominatedpathsP in G, i. e., the set of all pathsP such that

i) P goes froms to a node inΓ ;
ii) the cost ofP is non-dominated by the costs of any other path satisfying i).
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The Bicriterion Shortest Path Problem (BSP) is a particularcase of MSP in which
q = 2, i. e., arc costs have two real components.

2.2 A general algorithm

The general algorithm ran in the experiments reported in this paper, is presented in table
1. This algorithm is a slight generalization of NAMOA∗ [12]. In fact, the only difference
with NAMOA∗ lies in step 3. This difference will be explained in subsection2.4.

The main features of the algorithm are as follows:

– The algorithm uses an acyclic search graphSG to record interesting partial solution
paths. For each noden in SG two sets —Gcl(n) andGop(n)— denote the sets of
non-dominated cost vectors of paths reachingn that have or have not been explored
yet respectively (i.e. closed or open). Each cost vector in these sets labels one or
more pointers emanating fromn to its parents with that cost. Initially,s is the only
node inSG.

– The algorithm keeps a listOPEN of partial solution paths that can be further
expanded. For each noden in SG and each nondominated cost vectorg ∈ Gop(n)
there will be a corresponding label(n, g, F (n, g)) in OPEN . Initially, the tuple
(s, gs, F (s, gs)) is the only label inOPEN . Notice that contrary to what happens
in single-objective search, many different nondominated paths may reach a given
node. Therefore, it is the number of cost vectors stored inGop(n) andGcl(n) what
determines memory requirements, while the number of nodes plays a minor role.

– At each iteration the algorithm will consider the extensionof an open label(n, g, F )
that stands for a partial solution path froms to n with costg.

– Two sets —GOALN andCOSTS— record all goal nodes reached and all non-
dominated cost vectors to goal nodes respectively. Once a solution is known, its
cost vector can be used to discard (filter) dominated open labels.

– Search terminates only when theOPEN list is empty, i.e. when all open labels
have been selected or filtered.

– Heuristic estimates will normally involve a set of vectorsH(n) for each noden.
These vectors estimate the costs of nondominated paths fromn to each goal node.
Let g(P ) be the function that returns the cost of pathP , defined by the sum of
the costs of all its component arcs. Therefore, for each pathPsn from s to n with
costg(Psn) = gP , there will be a set of heuristic evaluation vectorsF (Psn). This
function is the multiobjective analogue off(n) in A∗, F (Psn) = F (n, gP ) =
nd({f | f = gP + h ∧ h ∈ H(n)}). In this paper, we will consider the situ-
ation whereH(n) = {h(n)}, i.e., there is only one vector estimateh. Therefore
F (Psn) = {f}, f = g + h.

2.3 Heuristic functions

The main goal of this paper is the comparative study of the performance of the general
algorithm when instantiated with some heuristic functions. Three heuristic functions
will be considered.
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1. CREATE:
– An acyclic search graphSG rooted ins.
– List of alternatives,OPEN = { (s, gs, F (s, gs)) }.
– Two empty sets,GOALN , COSTS.

2. CHECK TERMINATION. If OPEN is empty, then backtrack inSG from the nodes in
GOALN and return the set of solution paths with costs inCOSTS.

3. PATH SELECTION. Select an alternative(n, gn, F ) from OPEN. Delete(n, gn, F ) from
OPEN , and movegn from Gop(n) to Gcl(n).

4. SOLUTION RECORDING. Ifn ∈ Γ , then
– Includen in GOALN andgn in COSTS.
– Eliminate fromOPEN all alternatives(x, gx, Fx) such that all vectors inFx are dom-

inated bygn (FILTERING).
– Go back to step2

5. PATH EXPANSION: Ifn 6∈ Γ , then
For all successors nodesm of n that do not produce cycles inSG do:
(a) Calculate the cost of the new path found tom: gm = gn + c(n, m).
(b) If m is a new node

i. CalculateFm = F (m, gm) filtering estimates dominated byCOSTS.
ii. If Fm is not empty, put(m, gm, Fm) in OPEN , and putgm in Gop(m) labelling

a pointer ton.
iii. Go to step2.
else (m is not a new node), in case

– gm ∈ Gop(m) or gm ∈ Gcl(m): label withgm a pointer ton, and go to step2.
– If gm is non-dominated by any cost vectors inGop(m) ∪ Gcl(m) (a path tom

with new cost has been found), then :
i. Eliminate fromGop(m) andGcl(m) vectors dominated bygm

ii. CalculateFm = F (m, gm) filtering estimates dominated byCOSTS.
iii. If Fm is not empty, put(m, gm, Fm) in OPEN , and putgm in Gop(m)

labelling a pointer ton.
iv. Go to step2.

– Otherwise: go to step2.

Table 1.A general multiobjective search algorithm.

When no heuristic information is available, the trivial heuristic function is given by
h0(n) = 0, for all nodesn.

Tung and Chew [10] proposed two nontrivial heuristic functions that are wellde-
fined for every Bicriterion Path Problem. The first heuristic1 will be called in this paper
h12(n) = (h1(n), h2(n)) and is computed as follows: consider a graphGi (i = 1, 2)
with same nodes than the given graphG and arcs reversed. For each arc(n′, n) in Gi a
scalar cost is defined, given by thei-th component of the costc(n, n′) in G. Then apply
Dijkstra’s algorithm [14] to this graph to find the shortest path from a terminal nodet
to the usual starting nodes, breaking the ties by a lexicographic order. In this way, we
compute for each noden, a valuehi(n), that is, the cost of the “best” path fromt to n
(i. e., fromn to t), considering only thei-th component of the cost. It is obvious that

1 Tung and Chew [10] call this heuristicq.
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the vectorial heuristich12(n) = (h1(n), h2(n)) is optimistic, i. e.,h12(n) ≺ f∗(n) for
every noden.

The second heuristic2 proposed by Tung and Chew will be called in this paperhmix

and is defined in a similar way, as the result from applying Dijkstra’s algorithm to the
graph resulting from reversing every arc, but the cost is nowthe sum of the components
of the cost of the original graph, i. e., arc(n′, n) is labeled withc(n′, n) =

∑
i ci(n, n′).

Notice thathmix is a scalar heuristic.

Algorithm Selection rule Additional selection rule Filtering criteria

NAMOA-LEX-H0 bestg lex order g dominated
NAMOA-LEX bestg + h12 lex order g + h12 dominated

TC-BS best
P

i gi g + h12 dominated
TC-HS besthmix +

P
i gi g + h12 dominated

Table 2. Instantiations of the general algorithm.

2.4 Instantiation of the general algorithm

Heuristic functionsh(n) do not appear explicitly in the pseudocode in table1. However,
there are four points whereh(n) is implicitly invoked:

– Step 3, PATH SELECTION. Usually the node selected fromOPENis non-dominated
according to certain heuristic function.

– Step 4, SOLUTION RECORDING (filtering). All alternatives(x, gx, Fx), such
that all vectors inFx are dominated by the costgn of a newly found solution,
are eliminated fromOPEN. Since we are assuming that there is just an element
fx ∈ Fx, fx = gx + hx, the heuristic function also plays a role at this step.

– Step 5(b).i and 5(b).iii.ii. These are two new occurrences of filtering when perform-
ing the step PATH EXPANSION. Filtering depends on the valuesof Fx and hence
on the values of the heuristic function3.

Algorithm NAMOA* [ 12] is just the algorithm of table1 when the same heuristic
function is applied both for path selection (step 3) and for filtering. Sincehmix is a
scalar function, it could not be sensibly used for filtering.Therefore, considering the
heuristic functions defined in subsection2.3, there will be two instances of NAMOA:
blind NAMOA* (with h0 for selecting and filtering) and informed NAMOA* (with
h12 for selecting and filtering). In both cases, the selection procedure of step 3 could be
stated as follows:

PATH SELECTION (version A). Select an alternative(n, gn, {f}) from OPEN
such that∄(n′, gn′ , {f ′}) ∈ OPEN | f ′ ≺ f .

2 Tung and Chew [10] call this heuristic with the somewhat confusing nameh∗.
3 Notice that the originalalgorithmproposed by Tung and Chew [10] does not perform all these

filtering operations, or performs them in a different way
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In other words, a nondominatedf is selected from OPEN. This guarantees admis-
sibility [12]. But this rule is not enough to determine the selected path;usually there
are many nondominatedf in OPEN. An additional rule is needed. The original de-
scription of NAMOA* [12] suggests LEX, the lexicographical order, as a suitable rule.
Therefore, we consider two instantiations of the general algorithm with version A of
path selection: NAMOA-LEX-H0 (blind NAMOA-LEX) and NAMOA-LEX (informed
NAMOA-LEX).

If path selection is not dictated by the same heuristic function used for filtering,
other possibilities appear. Tung and Chew [10] proposed the following selection rule
that uses thehmix heuristic (preservingh12 for filtering):

PATH SELECTION (version B). Select an alternative(n, gn, {f}) from OPEN
such that∀(n′, gn′ , {f ′}) ∈ OPEN, it holds thathmix +

∑
i gi ≤ h′

mix +
∑

i g′
i.

The corresponding instance of the algorithm will be called TC-HS (for Tung &
Chew with Heuristic Selection).

In order to evaluate the impact of thehmix heuristic, we shall consider an additional
blind selection rule:

PATH SELECTION (version C). Select an alternative(n, gn, {f}) from OPEN
such that∀(n′, gn′ , {f ′}) ∈ OPEN, it holds that

∑
i gi ≤

∑
i g′

i.
It is easily proven that minimizing

∑
i gi yields a nondominatedf ,(just consider

thath0(n) is used for selection). Since this rule is a “blind” version of that in Tung and
Chew [10], the corresponding instance of the algorithm will be called TC-BS (for Tung
& Chew with Blind Selection).

Table2 sums up the features of the four algorithms studied in this paper.

3 Empirical evaluation

Bidimensional square grids without obstacles were used to test the algorithms. Biob-
jective cost vectors(c1, c2) were generated for each arc. The valuesc1, c2 were inde-
pendently and randomly generated from a uniform distribution of integer values in the
range[1, 10]. Ten different sets of grids with sizes from10×10 to 100×100 were gen-
erated. The results presented for each size are averaged over the ten different test sets.
Search was conducted in all of the problems from one corner ofthe grid to the opposite.
Therefore, solution depth varies from 20 to 200 in steps of 20. The results discussed in
the following describe the number of iterations, space, andtime requirements of each
algorithm as a function of grid size.

The tests were run on a Windows XP 32-bit platform, with an Intel Core2 Quad
Q9550 at 2.8Ghz, and 4Gb of RAM. The algorithms were implemented to share as
much code as possible, using the LispWorks Professional 5.01 programming environ-
ment. Nevertheless, important differences are needed. Both informed and blind NAMOA-
LEX share all their code and only differ in the heuristic function provided. TheGop sets
were ordered lexicographically. Both TC-HS and TC-BS sharealso all of their code.
However, theGop sets were ordered according to their respective linear evaluation func-
tions. In all implementations, only the current best cost estimate of each node was kept
in OPEN at each iteration, as suggested in [12]. TheOPEN list was implemented as
a binary heap.
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Fig. 1. Iterations/Space requirements at different solution depths, averaged over ten
problem sets.

3.1 Number of iterations and space requirements

Most analysis of heuristic search algorithms concentrate on the number of iterations as
a measure of their complexity. Figure1 shows the number of iterations of the algorithms
as a function of grid size. Both heuristic searches (NAOMA-LEX and TC-HS) obtained
undistinguishable results. NAMOA-LEX and TC-HS exhibit animportant reduction in
the number of iterations (i.e labels considered) when compared with blind NAMOA-
LEX-H0 and TC-BS. Again, blind searches (NAMOA-LEX-H0 and TC-BS) obtained
indistinguishable results. The reduction in the number of iterations using heuristics is
on average 45%. The number of labels stored in the search graph was found in all cases
to equal the number of iterations. This is not surprising, since the label expanded by
the algorithms at each iteration is permanently stored in the Gcl sets. Therefore, space
requirements grow fast with solution depth. The number of nodes in each grid (n × n)
is comparatively much smaller than the total number of labels.

This is an important result for the heuristics under consideration, since most ap-
plications of bicriterion search described in the literature report difficulties with space
requirements.
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Fig. 2.Time requirements at different solution depths, averaged over ten problem sets.

3.2 Time requirements

A first conclusion from the experiments is that the time needed to calculate the heuris-
tic values is not significant compared to total execution time (less than 5% on average,
and less than 1% in the largest problems). This is due to the fact that the single ob-
jective search runs, used to precompute the heuristic values, have much smaller time
requirements than bicriterion search.

Time requirements of all algorithms are shown in figure2. Contrary to intuition, the
experiments do not show the decrease in time that could be expected from the reduction
in the number of iterations of the NAMOA-LEX and TC-HS algorithms. NAMOA-LEX
has requirements similar to those of uninformed NAMOA-LEX-H0 in spite of the fact
that the number of iterations is much smaller. Surprisingly, TC-BS takes significantly
less time than TC-HS. In fact, TC-BS was the fastest algorithm and TC-HS the slowest.
It is obvious from these results that search time cannot be easily extrapolated from the
number of iterations. This is due to the fact that in bicriterion search, label expansion is
by no means an atomic constant-time operation.

Bicriterion search algorithms share with scalar ones a variability in time per iteration
due to the need to sort open alternatives. In bicriterion search the number of open alter-
natives is low at the beginning and end of the search, and highsome time in between.
Additionally, each new label selected for expansion generates a number of successor
labels that need to be checked for dominance with the labels in theGop(n) andGcl(n)
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Fig. 3.Number of iterations vs. time for a particular search problem.

sets of the destination noden, as well as the set of nondominated labels found to the
goal nodes (i.e. those kept in theCOSTS set). Particularly, the size ofCOSTS can
grow rapidly with solution depth. Therefore, the costly dominance checks used in the
filtering steps Step 5(b).i and 5(b).iii.ii of the algorithmin table1 seem to dominate
time requirements.

Our analysis reveals that time per iteration is highly influenced by the number of
solutions already found at each iteration (i.e. the size of theCOSTS set at that time).
Figures3 and4 illustrate the behavior of the algorithms for one particular problem of
size100 × 100. Figure3 shows that both TC-BS and NAMOA-LEX-H0 performed
the same number of iterations in this problem. However, TC-BS performed a roughly
constant number of iterations per second and abruptly slowed down at the end, while
NAMOA-LEX-H0 slowed down more gradually and finally took more time to finish.
Notice that TC-HS and NAMOA-LEX performed less iterations than the previous algo-
rithms, but required more time per iteration from the beginning, specially TC-HS. The
result is that these algorithms were slower while solving the same problem instance.
Similar behaviour was found in all cases analyzed.

The explanation of this behavior can be found in figure4. All algorithms found the
same number of solutions. However, TC-BS found the solutions in the final seconds
of search, coincidentally with the abrupt descent of iterations per second observed in
figure3. In a similar way, NAMOA-LEX-H0 found solutions more gradually but also in
the final search stage, resulting in the second fastest alternative. NAMOA-LEX found
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Fig. 4. Number of nondominated solutions found vs. time for a particular search prob-
lem.

solutions even faster and was therefore slower. Finally, TC-HS found solutions very
quickly and was the slowest algorithm.

Figure5 shows the time taken by each algorithm to find thefirst solution as a func-
tion of solution depth averaged for all problem sets. Again,TC-BS is the algorithm that
starts to find solutions later, followed by NAMOA-LEX-H0. Both NAMOA-LEX and
TC-HS find solutions very early and appear undistinguishable at this scale.

4 Conclusions and future work

The paper presents a general bicriterion search procedure that encompasses NAMOA*
and Tung-Chew. This formal contribution highlights the differences between these al-
gorithms and allows a clear comparison of different alternatives.

The effect of the heuristic functions proposed by Tung and Chew was evaluated em-
pirically over four instances of the general search procedure (TC-HS, TC-BS, NAMOA-
LEX, and NAMOA-LEX-H0). Several important conclusions canbe drawn. In the first
place, the experiments confirmed that the time needed to calculate the heuristics is not
significant compared to total execution time. The heuristics were also found to improve
the number of iterations, reducing the space requirements of the algorithms. The re-
duction of space requirements was similar in TC-HS (which used a combination of two
heuristic functions) and NAMOA-LEX (which used only one of the heuristic functions).
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Fig. 5.Time requirements to reach the first solution averaged over all problem sets.

However, contrary to intuition, no time improvement could be observed in the algo-
rithms with informed selection over the uninformed ones. The speed of the algorithms
was found to be related to the discovery of nondominated solutions. Those algorithms
that found solutions later in the search performed consistently faster. In this sense, the
use of a specialized selection heuristic in TC-HS was found to work against the time
efficiency of the algorithm.

The use of heuristics can effectively reduce the number of considered alternatives
in bicriterion search algorithms. Most practical implementations of current algorithms
perform linear or lexicographic orderings for label selection. The results presented in
this paper suggest that the investigation of alternative orderings that combine heuristic
search and delayed expansion of solutions could lead to moreefficient algorithms.
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Abstract. Ontologies are powerful structures that may help organize and share 
knowledge considering its contexts. This work addresses the issue of modeling 
the Japanese Language Proficiency Test (JLPT) domain through an ontology. 
The ontology was developed as an attempt to provide options for personalized 
learning oriented to context, based on some relevance principles. The most 
recent results come from the evaluation process in which the presented 
ontology was submitted to evaluators to assure its computationally consistency 
and adequacy to the Relevance Theory. 

Keywords: Ontology, cognitive model, JLPT, Relevance Theory, context. 

1   Introduction 

Ontologies have been useful specifications to share conceptualization in a certain 
context [1]. They are especially useful to avoid misunderstandings and ambiguities. 
With them, experts may create a collaborative structure that may organize, share and 
make it a consensual knowledge. Ontologies are not restricted to specific area; they 
may be developed and applied to any area of knowledge. 

The idea of using ontologies on the educational domain is not new, as we can see 
in [2, 3]. The use of domain ontologies for educational environments requires a 
semantic mapping of the knowledge from a taxonomy of formalized goals and 
concepts (information structure), developing a cognitive model that carries, implicitly, 
heuristics. For heuristics, we think on the understanding of the strategies (techniques) 
that comprise the individual who is guided by his pre-determined goals, purposes and 
values, taking into account what seems significant in order to get to new discoveries 
and learning. 

For that, we have sought for systematic exploitation of finite semantic rules and 
properties of inferences of ontologies for the mining of relevant and guided contexts. 
This provides evidence to show the current state of the environment and allow the 
pedagogical agent to make decisions to positively support students in their study. 
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The proposed scheme in this work becomes interesting as it tries to develop more 
focused learning environments. Learning Environments, Learning Management 
Systems and Intelligent Tutoring Systems are some of the main interests in our 
research group as can be seen at [4, 5, 6]. Most times, contextual navigation is 
overloaded with information, and if not well directed may become boring or harmful 
to the student’s goals. The pedagogical, animated and affective agent used for this 
work uses rules of perception and reaction to change emotional states such as sadness 
and joy, empathy and sympathy. Our research on pedagogical agents is also well 
established as it can be seen in [7, 8]. This work shows the process of learning from 
the integration of semantic-cognitive and affective domains, applied on the field of 
Artificial Intelligence. 

For ontology, we mean an explicit specification of a shared conceptualization in a 
particular context. Our context is the Japanese Language Proficiency Test domain. In 
this case, the shared conceptualization models the necessary definitions and relations 
to enable people working in that domain to clearly communicate and exchange 
knowledge. 

It is certainly useful and, most of the times, essential to have students paying 
attention to relevant information and studying relevant topics. We do not want 
students lost in a great amount of educational material, searching unnecessarily for 
relevant material, loosing time with irrelevant information. Considering this, our 
proposal is to bring relevant topics of certain subject to foster learning. This fostering 
of learning will be done with the aid and support of domain ontologies. 

This scenario, validated within the multidisciplinary environment, presents 
interesting contributions, which motivated this work: a computational implementation 
of the formal representation of an ontology for JLPT opens possibilities for new 
services for the environment; the prospect of Maximum Relevance in the context of 
JLPT is essential, both to motivate the student to persist in his goal as to foster and 
direct his learning, important issues in proficiency courses. The use of pedagogical 
agent with an approach of affective tactics may strengthen the motivation of the 
student in the environment. 

So the focus of this paper is to present the evaluation process of the conceived 
JLPT ontology. For now, it is our main result as it has taken close contact, interviews 
and collaboration with different domain experts, in a total of eight evaluators. 

Next section presents the problem addressed in this work, the fostering of Japanese 
language proficiency. Section 3 explains briefly the Relevance Theory as part of the 
solution for our problem. Section 4 presents the ontology modeled to solve the issue 
of representing knowledge and some use cases. Section 5 presents the evaluation 
process achieved so far along with the evaluation obtained from different experts. 
Last section comes with some final considerations of this work with suggestions for 
future works. 

2   Fostering Japanese Language Proficiency 

As for other languages, Japanese language has a specific proficiency test, the 
Japanese Language Proficiency Test (JLPT). JLPT is held once a year in several large 
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cities worldwide. This test aims to assess and certify the foreigner’s proficiency level 
of knowledge of the Japanese language. The test is applied only to those whose 
Japanese is not the native language. 

The test is divided into four different levels. The applicant shall submit to the test 
equivalent to his Japanese language level. In each level, the test is divided into three 
parts, so called subtests: writing/vocabulary, listening and text 
comprehension/grammar. 

There is not an official public domain agenda for JLPT, but the characteristics of 
each subtest were verified through examples of previous tests, within the context of 
content and independent of JLPT level: 

• Writing/vocabulary: evaluation in the field of reading and writing Japanese 
ideograms (kanji) as well as of vocabulary domain; 

• Listening: evaluation on the ability of listening comprehension of spoken 
Japanese. Language tricks and expressions are common in this type of test; 

• Text comprehension/grammar: evaluation in the field grammar, reading and 
text comprehension. 

There are many preparatory courses for JLPT. The majority of these courses are 
offered in a traditional paper-based form and only a few of them are available online. 
In order to solve this problem, [9] proposed the eJLPT simulator, an educational 
hypermedia tool for students willing to practice their skills and knowledge of the 
Japanese language through an online simulation of JLPT. 

eJLPT system has been utilized by a community of users interested in JLPT and 
some need for improvements and new functionalities, such as automatic scenarios, 
has become necessary. The main concerns were towards having some guidance 
through learning process, resources to adapt learning needs to JLPT context, special 
tools for teachers and students to avoid unnecessary effort on certain subjects which 
may not be important to get approved in JLPT. 

To address these and other difficulties a new architecture for eJLPT is proposed. 
The existing system should not be presented as a unique hypermedia document for 
every user. It should be as flexible as an adaptive learning management system. In 
order to provide adaptativity of content and interface, one of the necessary issues to 
be considered is having an adaptation model which supports the user model. In this 
work, the user model is based on a cognitive perspective. The intention is to model 
the domain in a way that it should represent part of the cognitive context of an 
individual. Therefore, our approach aims to model the domain using an ontology 
based on a cognitive perspective, referred to as the Relevance Theory [10]. Another 
issue that needs to be considered is the adaptation mechanism. In our schema, this 
will be done by an intelligent pedagogical agent. Details of this mechanism will be 
treated in future works. 

Next section focuses on the usage of the Relevance Theory as the support to 
understand, model and represent, in some way, cognitive contexts. It will also give 
directions on the attempt to achieve the maximum relevance of a certain subject 
according to pre-defined goals. 
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3   Relevance Theory 

One of the keywords of this work is the word ‘context’. It may recall a lot of different 
definitions, ideas and meanings and may be used in almost all areas of knowledge. 
Many definitions of context may be found in the literature [11, 12, 13, 14, 15]. In 
Computer Science it is usually used in the area of Ubiquitous Computing, in which 
most of the usage of contextual information regards to circumstantial context. The 
research relies mostly on how to manage contextual information of the individual’s 
identity, his location and the moment in which the individual is interacting with the 
system. This is not the intention of this work neither the main concern of the 
adaptativity. 

One of the first challenges is the attempt to model a knowledge domain to reflect, 
in some way, the representation of the cognitive context of a person over such 
domain. For cognitive context, we mean the set of assumptions used to interpret a 
statement and, for cognitive context of a person over a particular domain, we mean 
the person’s subset of assumptions on such domain. 

Therefore, there is not the intention to model a circumstantial context neither the 
entire cognitive context of an individual, which would probably be impossible, but 
only those relevant to the domain of JLPT. An ontology was developed to represent 
this domain of JLPT. It consists of a class that represents the major context and 
subclasses representing subordinated contexts. In this case, the ontology plays both 
the role of representing the general area, acting as a course agenda, as something 
more specific, such as the representation of the knowledge already acquired by a 
particular individual. In this case, the ontology of the individual is a subset of the 
general ontology of the domain. 

Besides the representation of the concepts, the ontology should allow navigation in 
a context from the perspective of the Relevance Theory. According to this theory, for 
any assumption to be relevant in a context, there should be connections among new 
assumptions and existing ones, which are already part of the context. 

Relevance can be characterized in terms of contextual effects. To modify and 
improve a context is to have some effect in that context. There is no change in the 
context where the information is completely duplicated or when it is not related to any 
old information. There must be an interaction between old and new information. “The 
context used to process new assumptions is a subset of the old assumptions of an 
individual, with the new assumptions which combine to generate a variety of 
contextual effects” [10]. 

To ensure relevance, certain conditions must be met, which leads us to a 
comparative definition. An assumption is relevant in a context in the proportion of: 1) 
the increase of the contextual effects and, 2) the decrease of the effort required to 
process it in that context. 

One of the main goals of this work is to meet the principle of maximum relevance 
by assessing the relationship of best cost-benefit between the contextual effect and 
processing effort. 

Considering the graphical representation of ontology, assuming that we are in the 
original node, the more we move towards the children nodes, the greater the 
contextual effect obtained. To have this move forward, and consequently, the 
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contextual effect, the move should occur by the links between nodes. Each move is 
valued in accordance to the specified value in each link in the ontology modeling. 

The processing effort, similarly, also increases as we move through the graph. As 
the value of contextual effect, the value of the effort of processing is not an absolute 
value, does not have a unit of measure, but is a relative value, for comparative 
purposes, given by experts who, based on domain principles and parameters, can 
identify topics with greater weight and importance to the learning of subsequent 
topics. 

Currently, the values for each move for both contextual effect and processing effort 
are unitary values. In the future, we intend to attach values to the links in accordance 
to principles and parameters of second language learning. 

Next section will present the fundamentals of ontology, specially the application of 
this knowledge conceptualization in education and the concepts of the JLPT ontology. 

4   JLPT Ontology 

It is important to evidence that there is no official and available public agenda 
neither from Japan Foundation1 nor Japan Educational Exchanges and Services2, 
entities responsible for the administration, organization and dissemination of JLPT. 

Once it was decided that an ontology would be a good solution for our problem, we 
started a search on the main ontology repositories (Swoogle3, Protégé4, DAML 5, 
Tones6). We’ve found some ontologies on Japanese Language, but none of them was 
complete or related to JLPT. 

Therefore, the concepts for the development of this ontology were obtained 
through the consulting on the grammar adopted by Japanese school books, available 
preparatory courses and interviews with an expert, a Japanese language teacher for 
JLPT certification. The presented ontology is, then, an agenda, result of the 
compilation of several materials related to the Japanese language grammar because it 
expresses and defines the rules for a language as well as for the vocabulary. Figure 1 
represents the class ‘Grammar’ and its is-a relations. 

Japanese language is rich in vocabulary and expressions. Japanese grammar clearly 
defines its elements and rules essential to the Japanese. Gobi is an example that we 
can cite as trivial. Trivial in natural language, from the perspective on human 
reasoning. But how to express and make Gobi instances to be automatically 
computationally identified as trivial? Gobi is our use case and its use is explained 
further. One of the possibilities is to use description logic to facilitate the 
representation of knowledge based on logic. 

The main characteristic of description logics is that concepts (or classes) can be 
defined in terms of descriptions. These descriptions specify the properties whose 

                                                           
1 http://momo.jpf.go.jp/jlpt/overseas/index_en.html 
2 http://www.jees.or.jp/jlpt/en 
3 http://swoogle.umbc.edu 
4 http://protegewiki.stanford.edu/index.php/Protege_Ontology_Library#OWL_ontologies 
5 http://www.daml.org/ontologies 
6 http://owl.cs.manchester.ac.uk/repository/browser 
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objects must satisfy the domain of the concept. The language to be used shall allow 
the construction of descriptions of composition, including restrictions on binary 
relations that connect objects. This language defines a set of instances with syntax, to 
build the description, and semantics, representing concepts in multiple hierarchies, 
organizes in a structure of subconcepts, or taxonomy.  Such formalization allows 
identifying attributes such as multiple inheritance, restriction of values, limits and also 
roles (transitivity, inversion, etc.). 

In first order logic, the predicate is a language feature that can be used to create a 
statement or give a property. Thus, properties and instances (individuals) can be 
represented in predicate logic. Predicate logic has expressiveness from existential (at 
least some individual/body) and universal (all subjects/body) quantifiers. A quantifier 
is a logical symbol that quantifies the instances (individuals). 

Next, we present part of the taxonomy of JLPT ontology, the Grammar class. Just 
after, we present some use cases from the stage of formalization of the ontology. 

 

 

Fig. 1. Classes of JLPT ontology. 
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Use case: Gobi class 
The Gobi class describes a common and useful resource in sentence endings. Gobi 

is very used in the Japanese language. It literally means “language tail” and it simply 
refers to anything that comes at the end of a sentence or a word, such as a verb (the 
minimum of a complete sentence in Japanese language). Most common Gobi usage is 
presented in this class. Some examples: yo-gobi, ne-gobi, yone. 

 
Necessary and sufficient condition: 
Instances (Individuals) are inferred as Gobi instances if they are instances of the 

subclass Basic_Grammar: 
Gobi  ≡ Basic_Grammar 

    
A necessary condition can be identified in this class: 
Gobi is a subclass of Basic_Grammar: 

Gobi ⊆ Basic_Grammar 
  

Instances of the mapped classes allow the inference of relevant contexts to JLPT 
agenda, from the Japanese Grammar formally expressed as: 

YO-GOBI  ⊆ Gobi ∴ YO-GOBI  ≡ Basic_Grammar 
NE-GOBI  ⊆ Gobi ∴ NE-GOBI  ≡ Basic_Grammar 

 
Use case: Verb class and its subclasses 
Verb class covers the basic properties of verbs. In Japanese language, verbs can be 

divided in: 
• Intransitive Verb 
• Causative Verb 
• Causative Passive Verb 
• Passive Verb 
• Transitive Verb 

Some necessary conditions may be identified in this class: 
Verbs are Basic_Grammar subclasses: 

Verbs ⊆ Basic_Grammar 
 
Instances of Verbs class relates to each other through hasParts property with at 

least one instance of Particle class: 
Verbs ⊆ ∃ hasParts.Particle 

  
Instances of Verbs class relates to each other through hasParts property with at 

least one instance of Gobi class: 
Verbs ⊆ ∃ hasParts.Gobi 

   
Instances of Verbs class relates to each other through isPartOf property with at 

least one instance of Expression class: 
Verbs ⊆ ∃ isPartOf.Expression 
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Instances of Verbs class relates to each other through isPartOf property with at 
least one instance of Sentence class: 

Verbs ⊆ ∃ isPartOf.Sentence 
 

Instances of Verbs class relates to each other through isPartOf property with at 
least one instance of Essential_Grammar class: 

Verbs ⊆ ∃ isPartOf.Essential_Grammar 
  
The types of verbs used in Japanese Grammar classification (Intransitive Verb, 

Causative Verb, Causative Passive Verb, Passive Verb) are subclasses of Verb class. 
As consequence they inherit its properties and necessary condition. 

Intransitive_Verb are Verbs subclasses:. 
Intransitive_Verb ⊆ Verbs  

   
If there a instance of Instransitive_Verb, it consequently cannot be a instance of 

Causative Verb, Causative Passive_Verb or Passive_Verb. Formally, this can be 
expressed using disjoin: 

Intransitive_Verb ⊆ (¬CausativeVerb, ¬CausativePassive Verb, ¬PassiveVerb) 
 
Some properties used to specify the classes: 
hasParts is an inverse property of object of isPartOf, which domain and 

codomain is the class Context. 
hastParts ∈ P0 

hasParts ≡ isPartOf-R ⊆ ∀hasParts.Particle  ∴ R ⊆ ∀ (hasParts.Particle 
hasParts ≡ isPartOf-R ⊆ ∀hasParts.Gobi  ∴ R ⊆ ∀ (hasParts.Gobi) 
hasParts ≡ isPartOf-R ⊆ ∀hasParts.Verb  ∴ R ⊆ ∀ (hasParts.Verb) 

hasParts ≡ isPartOf-R ⊆ ∀hasParts.Expression  ∴ R ⊆ ∀ (hasParts.Expression) 
hasParts ≡ isPartOf-R ⊆ ∀hasParts.Sentence  ∴ R ⊆ ∀ (hasParts.Sentence) 

hasParts ≡ isPartOf-R ⊆ ∀hasParts.Basic_Grammar 
∴ R ⊆ ∀ (hasParts.Basic_Grammar) 

 
Use case: Complete_Sentence class 
A complete sentence is a specific sentence in Japanese grammar. It has, at least, 

one verb. 
At least one necessary condition can be identified in this class: 
Complete_Sentence is a subclass of Sentence: 

Complete_Sentence ⊆ Sentence 
 

Some necessary and sufficient conditions to identify Complete_Sentence class can 
be expressed: 

Instances of Complete_Sentence classes are related through hasVerb property 
with at least one instance of the class Verb: 

Complete_Sentence ⊆ ∃ hasVerb.Verb 
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One instance of Complete_Sentence relates to the the property hasVerb at least 
once: 

Complete_Sentence ⊆ ( ≥ 1 hasVerb) 
 

As class Complete_Sentence is a subclass of Sentence, it inherits from Sentence: 
Complete_Sentence  ⊆ ∃ hasOrderDirect.OrderDirect 

Complete_Sentence  ⊆ ∃ hasOrderIndirect.OrderIndirect 
 
Some properties in this class were defined and are used: 
hasVerb is a property of functional objects, which domain is the Sentence class 

and the codomain is the Verb class: 
hastVerb ∈ P0 

R ⊆ (≤ 1 hasVerb) 
R ⊆ ∀ (hasVerb.Sentence) ∴ R ⊆ ∀ (hasParts-. Verb) 

 
In this case, the ontology plays both the role of representing the general domain, 

acting like a course agenda, as something more specific, such as the representation of 
the knowledge already acquired by a particular individual. In this case, the ontology 
of the individual is a subset of the general ontology of the domain. The shared 
attribute of the conceptualization also lead to a validation process which is explained 
on Section 5. 

Finally, we refer to explicit specification as the formal language used to develop 
the ontology computationally. We adopted OWL (Web Ontology Language) as the 
formal language, since it is developed by the World Wide Web Consortium and is a 
de-facto standard for building web ontologies. Research on OWL and its inference 
properties lead to several implementations of fast and reliable reasoners. The 
availability of this kind of tool is important since the ontology is the base to our 
adaptive learning environment. 

5   Evaluation Process 

So far, there has been a partial evaluation process, accomplished in three stages. First 
the ontology was evaluated by four experts on the domain, through interviews. Their 
expertise is on Japanese language proficiency tests. This stage of the process helped 
to achieve the “shared” property of the ontology. It demonstrated that the ontology is 
somehow reflecting the common body of knowledge of the Japanese proficiency 
domain. 

We are aware that more experts must evaluate the ontology, but this is part of the 
work evolution. As the ontology and our adaptive system are made public, we will be 
able to gather more feedback and improve the conceptualization. 

Secondly, we based the evaluation stage on the work of [16]. That work defines 
and formalizes several metrics to evaluate the ontology from quantitative and 
qualitative perspectives. The definition is represented with a meta-ontology and the 
formalization establishes the mathematical formulae to calculate the quantitative part. 
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Three ontology experts have evaluated JLPT ontology using modularity, depth, 
breath and accuracy parameters. From this partial evaluation, the ontology is valid. 
Our next step is to evaluate the ontology against the full set of parameters defined in 
[16]. At this point we used more quantitative aspects since we are more concerned 
with the practical utilization of the ontology. The pragmatics aspect is related to the 
fulfillment of the requirements established at the specification stage with support from 
the utilization scenarios (more end-user-related issues). 

Finally, the assessment of the extent to which the ontological knowledge base 
reflects the constructs prepared by the experts in the domain, is, in essence, the 
assessment of a conceptual ontology. 

The approach adopted was the one proposed by [16], known as assessment of the 
functional dimension of an ontology, with respect to its main purpose, i.e., the 
specification of a particular conceptualization or contextual assumptions on the 
domain or area of interest. According to [16] such specifications are always 
approximations, because the relationship between ontology and conceptualization 
(cognitive semantics) always depends on what the rational agent has conceived and 
on the semantic space that formally codifies it (formal semantics). Thus, according to 
the authors the functional assessment should focus on examining how these 
dependencies are implemented considering the ontology as a language that includes 
the object information and the required conceptualization. 

In this context, [16] suggest evaluating the expressiveness of the ontology, with a 
computational perspective, according to its suitability and fitness to the concepts and 
relationships present in a referenced body of knowledge, or with experts of the 
involved areas. Regarding expressiveness, the ontology was evaluated in two phases, 
with experts in ontology engineering and cognitive science. 

The ontology was formalized through description logic, which was implemented 
through the standard language called OWL DL (Web Ontology Language – 
Description Logic), developed by the World Consortium. Thus, since OWL was used 
for the development we were able to use two reasoners that logically verify OWL 
ontologies. The purpose of a reasoner is beyond this simple evaluation, but this is the 
part that better fits this stage of the work. Logical consistency tests were performed 
with the Pellet and RACER reasoners, and the results, analyzed by ontology experts. 
Both of them generated the same results confirming the validity of the ontology. 
Refinements in the ontology related to naming standards, modularity and connectivity 
between classes were identified and considered. 

It should also be noted that the ontology was developed according to the concepts 
of the JLPT, using prior proficiency tests, grammar books and preparatory courses 
material widely recognized in the area, confirming the semantics of the ontology on 
JLPT domain considering the particularities of the Japanese language. 

After validating the scenarios established in the use cases, through the symbolic 
description represented by the definitions of classes and instances in OWL-DL 
language, a validation of the domain ontology from the perspective of the Relevance 
Theory was accomplished. This was done through a document presenting the 
problem, the chosen approach and the proposed solution, with a questionnaire at the 
end, given to the cognitive science expert. In this step, the evaluation was done 
according to the glass-box method of functional dimension of [16]. The criteria were 
related to competency adequacy, such as compliance to expertise in the area, 
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flexibility, precision and recall related topic with specificity. The result of the 
evaluation of the ontology was considered highly satisfactory, responding to the four 
basic points based on the Theory of Relevance: the possibility of mapping the 
cognitive domain for the JLPT, reflection of ontological notions of contextual effect 
and processing effort, and finally, the conclusion that the ontology can meet the 
principle of maximum relevance through navigation on the ontology. 

Therefore, given the assessments made by experts, it was possible to demonstrate 
that the ontology is appropriate and promising for the domain and desired goals. 
Suggestions to extend the purpose of the ontology to attend to other aspects of the 
Relevance Theory were identified by the expert, and contribute to future works. 

After the current phase of implementation and partial evaluation, the intention is to 
have a prototype in order to verify experimentally the optimistic responses given by 
the experts, to compare, in groups of users, the use of the previous environment 
against the environment with the new implementation and the adapted navigation 
through relevant ontologies. 

6   Final Considerations 

The development of an ontology is a very hard task by itself. It requires a lot of 
research, dedication and, above all, close contact to knowledge experts of the 
proposed domain. The development process is exhausting and requires many 
interviews, many back and forth in each stage. 

Another challenge was to develop it according to a perspective of the Relevance 
Theory. In many ways, it should reflect the notion of cognitive contexts. It was very 
important to have an expert who could evaluate it. 

As the validation process shows, it seems that, so far, we have achieved a mature 
state of the ontology. With it, we may feel more confident that the domain is well 
modeled in many aspects – computationally, conceptually and cognitively. 

With the preliminary validation of the experts, the knowledge base of the system is 
formalized. The adaptation of content, through the implicit heuristics in the structures 
of the ontology, allows the pedagogical agent to support and assist the student. These 
characteristics, necessary for an ITS, through an approach of adaptation of relevant 
content with semantic taxonomy, are interesting expected contributions to the AI 
research area. 

For future works, the intention is to develop ontologies services so it becomes a 
real semantic web service, as a semantic repository, with other domain ontologies. 
Given the explicit semantics of knowledge representation, it is possible to instantiate a 
web service provided with features such as: semantic repository, recommendation 
services from expert perspective, or even though, with the integration of intelligent 
agents, among others. 

There is also the intention to do some formalization on the Relevance Theory in 
order to make replication possible. Besides that, there should be the evaluation with 
other domain experts and an analysis of the results. 
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Abstract. This paper presents different methodologies for a maze solving agent 
in unknown environments. The developed methodologies include an odometry 
based localization system, a converging target localization based on the centre 
of mass of recursive triangulations, and a regressive obstacle distance function, 
along with an obstacle setting and sweeping mechanism for mapping. A quad-
tree solution was used for map representation, and an innovative exploring A* 
for path planning was developed. A quasi-reactive, wall-following agent serves 
as a comparison basis and a simulation environment called ciber-rato was used 
to test the implemented architecture and validate the developed methods within 
gradually increasing difficult scenarios. Besides the reactive agent being 
typically less time consumptive, the exploring architecture granted greater 
consistency and robustness. The results also evinced the time-improvement of 
using the exploring A* and the efficiency of this target localization method as 
gradually converging to the real target position. 

1   Introduction 

Cyber-Mouse (Ciber-Rato) is a modality included in the “Micro-Rato” competition, 
directed to teams interested in the algorithmic issues and software control of mobile 
autonomous robots [1]. This modality is supported by a software environment, which 
simulates both robots and a labyrinth [2]. The Cyber-Mouse has a body diameter of 1 
mouse unit (Um) and seven available sensors although only two, user selectable, can 
be used at any given time. The final purpose is to reach the cheese, identified by a 
ground sensor and detectable through a direction providing beacon sensor visible 
trough low walls. Mouse’s performance is evaluated through success on reaching the 
cheese, the time it took and the number of collisions.  

The cyber-mouse competition has been used, amongst other applications as a 
testbed for long-term planning [3], as a scenario for the detection and avoidance of 
dangerously shaped obstacles [4], or even as a tool for the teaching of Artificial 
Intelligence and Robotics [5]. In this paper we evaluate the problems of mapping, 
localization and path planning by building a deliberative agent that can find its way 
from a starting position to the target without prior knowledge of the maze. Ultimately 
this architecture’s performance is compared to a reactive approach. 

The paper structure is as follows. The next section discusses the problems of 
mapping and self-localization, navigation and path planning together with some 
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related state of the art algorithms leading to the chosen approaches. Section 3 presents 
the developed methodologies. Section 4 contains a description of a comparative 
reactive agent, the testing environments and the respective results. Finally, section 5 
concludes this paper and points to future work. 

2   Robotic Mapping and Planning Overview 

Mapping is the process of building an estimate of the metric map of the environment 
[6]. The mapping problem is generally regarded of most importance in the pursuit of 
building truly autonomous mobile robots, but still mapping unstructured, dynamic, or 
large-scale environments remains largely an open research problem. 

Planning is the process of deciding which route to take based on and expressed in 
terms of the current internal representation of the terrain. Typically this process 
calculates the cost of each motion decision towards the target, based on a given 
heuristics, and chooses the “cheapest” one. 

2.1   Mapping and Localization Problem 

To acquire a map, robots must possess sensors that enable it to perceive the outside 
world. Sensors commonly brought to carry out this task include cameras; range 
finders (using sonar, laser or infrared technology), radars, tactile sensors, compasses, 
and GPS. However, all these sensors are subject to errors, often referred to as 
measurement noise, and to strict range limitations. 

So, considering these issues several different challenges can arise to robotic 
mapping: statistically dependent sensors measurement noise, high dimensionality of 
the entities that are being mapped, data association problem (determining if sensor 
measurements taken at different points in time correspond to the same physical 
object), environments changing over time and robot exploration. 

The motion commands issued during environment exploration also carry important 
information for building maps, since they convey information about the locations at 
which different sensor measurements were taken. Robot motion is also subject to 
errors and the controls alone are therefore insufficient to determine a robot’s pose 
(location and orientation) relative to its environment. If the robot’s pose was known 
all along, building a map would be quite simple. Conversely, if we already had a map 
of the environment, there are computationally elegant and efficient algorithms for 
determining the robot’s pose at any point in time. In combination, however, the 
problem is much harder.  

Considering the map representation problem, which has a significant impact on 
robot control [7], we can account for three main methods: Free space maps (road 
mapping), as spatial graphs, including Voronoi diagrams, and generalised Voronoi 
diagrams; object maps; and composite maps (cell decomposition) as point grids, area 
grids and quad trees. 

Virtually all state-of-the-art algorithms for robotic mapping in the literature are 
probabilistic. They all employ probabilistic models of the robot and its environment 
relying on probabilistic inference for turning sensor measurements into maps [6]. 
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2.2   Navigation and Path Planning 

In artificial intelligence, planning originally meant a search for a sequence of logical 
operators or actions that transform an initial world state into a desired goal state [8]. 
Robot motion planning focuses primarily on the translations and rotations required to 
navigate, considering dynamic aspects, such as uncertainties, differential constraints, 
modelling errors, and optimality. Trajectory planning usually refers to the problem of 
taking the solution from a robot motion planning algorithm and determining how to 
move along the solution in a way that respects the mechanical limitations of the robot. 

The classic path planning problem is then finding a collision-free path from a start 
configuration to a goal configuration, in a reasonable amount of time, given the 
robot’s body constitution and the map representation, as retrieved in the mapping 
process. 

In an unknown environment the mapping and motion planning must be processed 
in parallel through exploration and dynamic navigation decisions. This structure 
requires plans updating. A natural way of updating plans is to first select a path based 
on the present knowledge, then move along that path for a short time while collecting 
new information, and re-planning the path based on new findings. 

Considering the application many algorithms have been proposed for path 
planning: A and A Star (A*), Dijkstra, Best-First, Wavefront Expansion, Depth-First 
Search, Breadth-First Search. 

3   Exploring Agent Methods and Architecture 

The architecture of our exploring agent is presented in four independent modules, 
concerning the self-localization, target (goal) localization, mapping and navigation, 
and path planning problem. These modules were integrated to solve various mazes 
facing an unknown environment without any previous knowledge. 

3.1   Self-Localization 

The self-localization is based on the robots’ odometry which is defined by a dynamic 
inertial movement model [9]. Due to Gaussian noise the simulator model induces a 
linear motion maximum error given by Eq. 1. 

� ≤ ��������	
��� ∗ �������������� + ����	���������� 2⁄��������	
���    �%� (1) 

As such, for each position estimate there is a maximum δ deviation for the Cartesian 
coordinates and 2*δ for the rotation angle. The simulator defines 
Max(MotorPow)=0.15, NoiseDeviation=1.5% and MotorResolution=0.001; which 
infers δ≈1.83% and a rotation error of 3.66%, acceptable for this application. In order 
to correct cumulative odometry rotation errors, the compass is read every 50 cycles, 
always accounting for the compass sensor latency of 4 cycles. 
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3.2   Target Localization

In order to define an initial plan of attack two methodologies were considered for 
marking the initial targ
defines its disposition as being within any of the four map corners, changing every 
user-defined number of cycles (usually 500) to one corner different from the former. 
As soon as the beacon is vis
by intercepting the line defined by the mouse and the beacon points with the map 
bounds. From the resultant 4 points the initial target position is considered as being 
the convergent point (in th

A more accurate target position is recursively estimated by computing the centre of 
mass resultant from successive triangulations;
within every 25 cycles, if the beacon is visible, a line Y
direction. In order to retrieve the real beacon direction, 
beacon sensor’s latency of 4
former ones resulting in a conjunction of intercept points P
restrict these points to the ones converging to the target Eq. 
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Fig. 1. Target localization from recursive triangulations (left to right): method overview 
removing intercept points displaced from the mouse

All the points outside
intercept points, while the mouse moves towards the estimated target, every point 
displaced from the mouse
more than 3Um from the current target estimate, are removed from the list.
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3.2   Target Localization– Centre of Mass from Recursive Triangulations

In order to define an initial plan of attack two methodologies were considered for 
marking the initial target position. If the beacon isn’t visible a random function 
defines its disposition as being within any of the four map corners, changing every 

defined number of cycles (usually 500) to one corner different from the former. 
As soon as the beacon is visible an initial rough estimation of the target is calculated 
by intercepting the line defined by the mouse and the beacon points with the map 
bounds. From the resultant 4 points the initial target position is considered as being 
the convergent point (in the beacon direction – see Eq. 2 closer to the mouse.

more accurate target position is recursively estimated by computing the centre of 
from successive triangulations; as illustrated in Fig. 1. To achieve this, 

within every 25 cycles, if the beacon is visible, a line YA is traced along the target 
direction. In order to retrieve the real beacon direction, α, this process accounts 
beacon sensor’s latency of 4 cycles. Each line is then intercepted with each of the 
former ones resulting in a conjunction of intercept points Pi (Xi, Yi). In order to 
restrict these points to the ones converging to the target Eq. 2 was applied: 
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Target localization from recursive triangulations (left to right): method overview 
t points displaced from the mouse-target square, at a mouse position 

All the points outside the map bounds are also filtered. After having 5 
t points, while the mouse moves towards the estimated target, every point 

displaced from the mouse-beacon square (see Fig. 1b), along with the ones distancing 
from the current target estimate, are removed from the list. 
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Centre of Mass from Recursive Triangulations 

In order to define an initial plan of attack two methodologies were considered for 
et position. If the beacon isn’t visible a random function 

defines its disposition as being within any of the four map corners, changing every 
defined number of cycles (usually 500) to one corner different from the former. 

ible an initial rough estimation of the target is calculated 
by intercepting the line defined by the mouse and the beacon points with the map 
bounds. From the resultant 4 points the initial target position is considered as being 

closer to the mouse. 
more accurate target position is recursively estimated by computing the centre of 

. To achieve this, 
is traced along the target 

, this process accounts for the 
. Each line is then intercepted with each of the 

). In order to 

-0 (2) 

 

Target localization from recursive triangulations (left to right): method overview (a); 
target square, at a mouse position (b). 

. After having 5 valid 
t points, while the mouse moves towards the estimated target, every point 

th the ones distancing 

(3) 
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Finally the target position, given by Eq. 3, is calculated as the centre of mass of the 
intercept points in the given time. Whenever a new line, YA, is traced the target 
position is re-calculated, granting a robust target estimation, which is enhanced as the 
mouse moves towards the target. 

3.3   Mapping 

Our mapping algorithm is based on a deterministic model representing the distance to 
an obstacle given the obstacle sensor value. The map is represented using a multi-
resolution quad-tree decomposition since this representation grants good performance 
for this application, with low processing cost. 

In the presence of an obstacle we used a quad-tree gridding to subdivide each of 
the obstacle cells. Our quad-tree strategy uses an adaptive division depth to a deepest 
cell size (granularity) of 0.1Um. Fig. 2 illustrates different granularities for different 
known maps. 

  

Fig. 2. Real map overlapped with quad-tree representation (left to right): RTSS06Final with 
0.7Um depth (a); 2005Final with 0.1Um depth (b). 

3.3.1 Obstacle Detection 
The navigation and consequent mapping is based on the obstacles disposition along 
the map. To calculate the robot’s distance to an obstacle relative to its sensor values, a 
series of successive experimental measurements were taken as seen in Fig. 3.  

 

Fig. 3. Obstacle distance distribution – obstacle sensor values in horizontal axis (units); 
obstacle distance in vertical axis (mouse units) (from left to right): the full distribution (a); 
distribution for sensor values ranging from 0.9 to 1.0 (b); distribution for sensor values ranging 
from 1.1 to 4.5 (c). 
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Through linear regression 
where d is the distance and

12
3 H �  4.1981�K –  H �  "0.0001�M � 0

These functions estimate the obstacle distance
a maximum error, δ, of 0.213
0.189Um for values in the 

3.3.2 Obstacle Setting and 
The sensor available in the cyber
60º, as depicted in Fig. 

Fig. 4. Obstacle sensor coverage

As the furthest detectable obstac
from Eq. 4) for the maxim
obstacle between Y1 and Y
part of that space, a set of
order to assure that all cells are marked
generated. The points are placed along the arc defined by the distance to obstacle 
minus a user defined safety distance (at lea
0.65Um). As the number of points depend both on this distance and the deepest cell 
maximum width (w), the number of marked points

��H, ��
The previous method

solve this problem a sweeping mechanism
cells making them passable again
setting mechanism with the differ
obstacles), fixating d (user definable) and 
(30º). These restrictions were made so that the robot wouldn’t be cyclically marking 
the same cells as blocked or passable.

An exemplar resultant 
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linear regression it was possible to obtain the following equation (Eq. 
is the distance and x the sensor values.  

 10.84�O  �  8.1978� –  0.0403, �  0.9 ' � ' 1.00.0046�S " 0.0561�K � 0.3435�O " 1.095� � 2.2027   �  1.1 ' � ' 4.6H � 0.6, �  � + 4.6
hese functions estimate the obstacle distance (from the mouse’s body centre) 

, of 0.213Um for sensor values in the range of 0.9
for values in the 1.1-4.5 range. 

Setting and Sweeping 
available in the cyber-mouse simulation system has an aperture a

Fig. 4a. 

Obstacle sensor coverage (a); quad-tree cells identified as obstacles (b

detectable obstacle has a distance of approximate 1.6Um
for the maximum x equal to 4.5Um. This corresponds to a possible 

and Y2 (Fig. 4) of 1.6Um. As the detected obstacle can be in any 
a set of cells between Y1 and Y2 are marked as an obstacle.

o assure that all cells are marked (depicted in Fig. 4b) a set of points is 
generated. The points are placed along the arc defined by the distance to obstacle 
minus a user defined safety distance (at least 0.5Um for the mouse body, but 

As the number of points depend both on this distance and the deepest cell 
), the number of marked points is given by Eq. 5: 

� � �
1U2
U3V3 sinZ[ \� 2⁄H ]^  , � 2⁄H  ' 1 

1 ,   � 2⁄H _ 1 
0   

thod can lead to cells wrongly marked as obstacles. In order to 
sweeping mechanism was developed to clean blocked (obstacle) 

passable again. This mechanism is very similar to the obstacle 
setting mechanism with the differences of marking passable cells (instead of 

(user definable) and restricting the aperture of sweeping to half 
(30º). These restrictions were made so that the robot wouldn’t be cyclically marking 
the same cells as blocked or passable. 

An exemplar resultant internal map representation of the robot is shown in 

it was possible to obtain the following equation (Eq. 4) 

02027, (4) 

(from the mouse’s body centre) with 
0.9-1.0, and 

has an aperture angle of 

 

b). 

m (derived 
his corresponds to a possible 

As the detected obstacle can be in any 
are marked as an obstacle. So, in 

a set of points is 
generated. The points are placed along the arc defined by the distance to obstacle 

but usually 
As the number of points depend both on this distance and the deepest cell 

(5) 

can lead to cells wrongly marked as obstacles. In order to 
blocked (obstacle) 

. This mechanism is very similar to the obstacle 
of marking passable cells (instead of 

the aperture of sweeping to half 
(30º). These restrictions were made so that the robot wouldn’t be cyclically marking 

in Fig. 5. 
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Fig. 

3.4.   Path Planning - 

To find a path between a previously computed objective and the agent, the A
(A*) algorithm is used.
with a guarantee of a solution.
representation, defining the shortest path towards the target by marking waypoints in 
the correspondent map cell centres.

Eq. 6 represents the cost between the source point and the target poi
passes through node n.

Here g(n) is the real cost from the source to node 
between node n and the target. 
node n. The customary
the source and the target position. 
as the cost for reaching a target, the robot would spend a great amount of time 
mapping around the same obstacle. In order to solv
was developed where the waypoint cost is 
quad-tree cell depth and

`��� �)

Fig. 6. Comparison of exploring algorithms: 

This method assures
preferably following big cells. 
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Fig. 5. Robot internal map after solving a maze. 

 Exploring A* 

To find a path between a previously computed objective and the agent, the A
(A*) algorithm is used. This decision was made by balancing implementation cost 
with a guarantee of a solution. This algorithm is implemented over the quad

defining the shortest path towards the target by marking waypoints in 
the correspondent map cell centres. 

the cost between the source point and the target poi
ode n. 

 ��� � a��� � b��� 

is the real cost from the source to node n, and h(n) is the estimated cost 
and the target. f(n) is the total cost of the path that passes through 

. The customary heuristic function would be the Euclidean distance between 
the source and the target position. However, when solely using the Euclidian distance 
as the cost for reaching a target, the robot would spend a great amount of time 
mapping around the same obstacle. In order to solve this problem, a different heuristic

where the waypoint cost is the Euclidian distance affected
tree cell depth and a weight (f), as defined in Eq. 7. 

�), c� � �����), c� 
 ��d�b�c�e ,   _ 1 

Comparison of exploring algorithms: classic A*(a); Exploring A* (b

assures that the mouse explores the map, towards the beacon,
preferably following big cells. Consequently it increases the exploring step, as can be 

th Converging Target Localization 237 

 

To find a path between a previously computed objective and the agent, the A-Star 
This decision was made by balancing implementation cost 

uad-tree map 
defining the shortest path towards the target by marking waypoints in 

the cost between the source point and the target point, which 

(6) 

is the estimated cost 
is the total cost of the path that passes through 

Euclidean distance between 
the Euclidian distance 

as the cost for reaching a target, the robot would spend a great amount of time 
a different heuristic 

the Euclidian distance affected by the 

(7) 

 

b). 

that the mouse explores the map, towards the beacon, 
, as can be 
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seen in Fig. 6b, and the mouse
classic A* is maintained as the exploring A* would revert to passing
cells after exploring the larger cells.

3.5   Navigation and Control

The robot is controlled by following each waypoint centre given by the A* algorithm 
towards the target. The robot rotates to each waypoint centre and accelerates in that 
direction. The waypoint centre is considered reached if the robot’s coordinate values 
are within a certain error margin of that centre.

The agent navigation speeds are dynamically adjusted and are dependent on 
several factors. Simple control optimizations inc
there are big differences between the current angle and the waypoint direction or 
increasing speed if a waypoint is far away. More advanced implemented speed 
optimizations take into account subsequent waypoints and thei
order to further increase the mouse’ performance.

3.6   Visualization System

In order to visualize the current internal robot’s map representation, in real
visualization system was developed. This interface, shown in 
upon the Java open-source JFreeChart API 
its Cartesian disposition, extend this system to debugging purposes. As observable, 5 
different series, with different colours, were designed; each representing an individual 
estimation: pink for the mouse posit
red for the obstacle’s cell centres, blue for the passable cell centres, green for the 
planned path, and black for the current beacon estimation.

Fig. 7. Visualization system for different, incremental, zoom levels.

4.   Experiments and Results

In order to test and validate the proposed approach, this section is divided in three: a 
presentation of a reactive agent architecture serving as a comparative base
description of different evaluation scenarios and a presentation of the results.
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and the mouse’s velocity. The guarantee of solution given by the 
classic A* is maintained as the exploring A* would revert to passing trough small 
cells after exploring the larger cells. 

3.5   Navigation and Control 

The robot is controlled by following each waypoint centre given by the A* algorithm 
towards the target. The robot rotates to each waypoint centre and accelerates in that 

ection. The waypoint centre is considered reached if the robot’s coordinate values 
are within a certain error margin of that centre. 

The agent navigation speeds are dynamically adjusted and are dependent on 
several factors. Simple control optimizations include a speed increase in rotation if 
there are big differences between the current angle and the waypoint direction or 
increasing speed if a waypoint is far away. More advanced implemented speed 
optimizations take into account subsequent waypoints and their relative direction in 
order to further increase the mouse’ performance. 

3.6   Visualization System 

In order to visualize the current internal robot’s map representation, in real
visualization system was developed. This interface, shown in Fig. 7, was designed 

source JFreeChart API [10]. Its zooming capabilities, as well as 
its Cartesian disposition, extend this system to debugging purposes. As observable, 5 
different series, with different colours, were designed; each representing an individual 
estimation: pink for the mouse position, yellow for the initial (attack) beacon position, 
red for the obstacle’s cell centres, blue for the passable cell centres, green for the 
planned path, and black for the current beacon estimation. 

Visualization system for different, incremental, zoom levels. 

4.   Experiments and Results 

In order to test and validate the proposed approach, this section is divided in three: a 
presentation of a reactive agent architecture serving as a comparative base
description of different evaluation scenarios and a presentation of the results.

The guarantee of solution given by the 
trough small 

The robot is controlled by following each waypoint centre given by the A* algorithm 
towards the target. The robot rotates to each waypoint centre and accelerates in that 

ection. The waypoint centre is considered reached if the robot’s coordinate values 

The agent navigation speeds are dynamically adjusted and are dependent on 
lude a speed increase in rotation if 

there are big differences between the current angle and the waypoint direction or 
increasing speed if a waypoint is far away. More advanced implemented speed 

r relative direction in 

In order to visualize the current internal robot’s map representation, in real-time, a 
, was designed 

. Its zooming capabilities, as well as 
its Cartesian disposition, extend this system to debugging purposes. As observable, 5 
different series, with different colours, were designed; each representing an individual 

ion, yellow for the initial (attack) beacon position, 
red for the obstacle’s cell centres, blue for the passable cell centres, green for the 

 

In order to test and validate the proposed approach, this section is divided in three: a 
presentation of a reactive agent architecture serving as a comparative base, a 
description of different evaluation scenarios and a presentation of the results. 



 Intelligent Robotic Mapping and Exploration with Converging Target Localization 239 

 

4.1   Reactive Agent Architecture 

Although this quasi-reactive (wall-following) architecture isn’t the focus of this paper, 
it is well suited to serve as a comparative base for results evaluation. The designed 
reactive agent consists on a behaviour-based state-machine. 

When the simulation starts, the robot begins with the state Find Beacon, rotating 
the robot around itself until it finds the beacon, or walking randomly until a wall is 
found. When the beacon is found, the robot changes its state to Follow Beacon and 
goes forward until it reaches the ground beacon area or finds a wall. If the beacon is 
reached, the state changes to Beacon Area Reached and the simulation ends. On the 
other hand, if a wall is found instead, the robot changes state to Change Direction, 
rotating itself to the side which has no detectable walls. Once the robot stops detecting 
a wall directly in front, it changes to the state Follow Wall. On this state the robot 
simply goes forward until it stops detecting the side wall. When it stops detecting the 
side wall, or detects another wall in front it changes back to the Find Beacon state. 

Besides the state, two additional non-reactive elements were included: the time 
since the mouse was near a wall and a memory of the relative side of the wall being 
followed. The notion of time allowed the mouse to wander randomly to a wall when 
no beacon is found (high-walls) and to maintain a direction for a short time after 
leaving the wall. Remembering the wall being followed allowed the avoidance of a 
problem where the robot would cyclically alternate between close opposing walls. 

4.2   Evaluation Scenarios 

In order to evaluate each experiment the following, gradually increasing difficult 
scenarios, were chosen. 

 

Fig. 8. Evaluation maps (from top-left to bottom-right): Basic (a); MicRato98 (b); 2001Final 
(c); RTSS06Final (d); 2005Final (e). 

As can be seen in Fig. 8: the Basic map has a small wall between the mouse and 
the beacon (a); MicRato98 is an easy map with only low walls (b); 2001Final, a 
medium difficulty map with only low walls (c); RTSS06Final, a hard map with low 
and high walls (d); 2005Final, a very hard map with low and high walls (e). 
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The evaluation was done by observing if the mouse reached the cheese or not and 
the time it took to do it. For the exploring agent, since collisions impose errors in the 
self-localization procedure which would make the robot fail the waypoints (given by 
A*) towards the target, the number of collisions weren’t considered. Additionally, 
when relevant, an observational description of the mouse’ behaviour during the 
experiment may be included to further evaluate and compare the approaches. 

4.3   Results 

Each map was tested with the two described maze solving experiments. For results 
comparison, in both experiments the tests were made with two self-localization 
systems: through odometry measurement (see 3.1) and with GPS. Different deepest 
cell’s maximum sizes (considered in the quad-tree decomposition) were used: a fixed 
resolution of 0.1Um that guarantees map solving (for the maximum 1.5Um obstacle 
distance) and one variable, granting the best performance for each map. Since the 
simulator adds some noise in the sensors and actuators, three different runs for each 
map and agent were performed. As such, conclusions can be made from averaging the 
results and thus overcoming the stochastic nature of the simulator. 

4.3.1.   Maze solving in an Unknown Map - Reactive Agent Evaluation 
In this experiment we tested our (quasi-)reactive agent, Smart-Follower, for paradigm 
comparison. The results are shown in Table 1. 

Table 1. Experimental results for the Smart-Follower agent. 

 

The enclosure conflict happens when the mouse is surrounded by obstacles very 
close to each other. Although the side sensors detect an obstacle there was enough 
room for the mouse to pass. The wall-beacon happens when the mouse is near a U-
shaped wall. At each wall end the mouse turns towards the beacon coincident with the 
obstacle centre. As such, the mouse follows the same wall in the opposite direction. 

4.3.2   Exploring Agent Evaluation 
The following Table 2 then presents the exploring agent performance in resolving the 
proposed evaluating scenarios, for the self-localization and GPS methods. In order to 
visually depict the agent’s deliberations, namely its mapping, planning and target 
estimation abilities, while solving some of the tested mazes (and as proof of concept), 
Fig. 9 presents some screen shots of a successful experiment. 
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Fig. 9. Exploring agent runs on

Table 2. Exploring Agent Map Results.

In this experiment the corner collision is self
collisions at the obstacles’ corners level. We found some problems at solving the 
Final2005 and the MicRato98
at the lowest margin (1.5
mapping methodology limitations.

5.   Conclusions and Future Work

As observable in the quasi
deliberations can quite effectively reso
1) and situations with simple algorithms.

During the simulations, the localization method gradually con
target position as the new measurements add points clustering around the beacon
resulting in a better centre of mass that gives a better beacon estimative.

The initial approach of using 
As an example, comparing to
the agent using classic A* was still very far from the 
exploration very close to obstacles
eventually allow the agent to reach the beacon

GPS

Odometry

GPS

Odometry

GPS

Odometry

GPS

Odometry

GPS

Odometry
Map5 - 2005Final

Map1 - Basic

Map2 - MicRato98

Map3 - 2001Final

Map4 - RTSS06Final

Unknown Map
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runs on RTSS06Final map (from left to right): GPS (a); Odometry

Exploring Agent Map Results. 

In this experiment the corner collision is self-explanatory as representing the 
collisions at the obstacles’ corners level. We found some problems at solving the 

MicRato98 maps due to the distance between walls, which is kept 
t margin (1.5Um) in many situations, blocking the mouse, due to its 

mapping methodology limitations. 

5.   Conclusions and Future Work 

As observable in the quasi-reactive experiment (4.3.1), approaches featuring some 
deliberations can quite effectively resolve most of the simpler maps (first 3 in 
) and situations with simple algorithms. 

During the simulations, the localization method gradually converges to the real 
target position as the new measurements add points clustering around the beacon
resulting in a better centre of mass that gives a better beacon estimative. 

The initial approach of using classic A* was too time consuming to be practical.
As an example, comparing to the worst time from Table 2 in Map 4 (10234 cycles)
the agent using classic A* was still very far from the target, due to navigati

very close to obstacles. Nevertheless we believe that classic A*
allow the agent to reach the beacon. As such, using the exploring A* with 

1 2 3 Average Success.

Time Time Time Time Exp.

260 658 562 493 3 NA

Odometry 260 364 682 435 3 NA

2544 NA 2634 2589 2 Corner Collision

Odometry NA 2328 NA 2328 1 Small Obstacles' Aperture

3432 2598 NA 3015 2 Corner Collision

Odometry NA NA 4266 4266 1 Corner Collision

10234 7322 NA 8778 2 Corner Collision

Odometry 5344 5546 6954 5948 3 NA

NA NA NA NA 0 Small Obstacles' Aperture

Odometry NA NA NA NA 0 Small Obstacles' Aperture

Observations

Experiments
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dometry (b). 

 

explanatory as representing the 
collisions at the obstacles’ corners level. We found some problems at solving the 

maps due to the distance between walls, which is kept 
) in many situations, blocking the mouse, due to its 

reactive experiment (4.3.1), approaches featuring some 
lve most of the simpler maps (first 3 in Table 

verges to the real 
target position as the new measurements add points clustering around the beacon, 

be practical. 
in Map 4 (10234 cycles), 

navigation and 
classic A* would 

using the exploring A* with 

NA

NA

Corner Collision

Small Obstacles' Aperture

Corner Collision

Corner Collision

Corner Collision

NA

Small Obstacles' Aperture

Small Obstacles' Aperture

Observations
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an f factor of 1.2 (trial-error adjust) lead to a great time improvement. Yet, in worst 
case scenarios, with large clusters of small obstacles, the exploring A* can take longer 
but still guarantees a solution. 

In comparison to the reactive agent, the exploring mouse evinced better map 
solving capabilities. In terms of consistency, results with the exploring agent were 
more favourable as it was capable of repeatedly solving the same maps (Basic, 
2006Final and 2001Final – Table 2), contradicting the reactive mouse’s behaviour 
(Basic and MicRato98 in Table 1). This was possible due to the exploring agent’s 
abilities to bypass U-shaped obstacles and recognizing its position, thus leaving 
already explored areas. 

As a limitation, for the maps that the reactive agent could solve, the time taken for 
the exploring agent to conclude each map (except for the Basic map) was greater than 
with the reactive implementation. This was to be expected as map navigation (cell 
marking) isn’t as effective as sensor navigation (wall following).  

Within the reactive agent when comparing odometry to GPS navigation (Table 2) 
we conclude that the GPS’s had a superior rate of success but odometry was more 
time effective. Besides the less need for adjustments to reach the cell centre, the 
reason for time effectiveness of odometry is the small error in obstacle detection that 
eliminates some hysteresis caused by setting and sweeping obstacles. 

In the future the use of both lateral proximity sensors along with a probabilistic 
model for obstacles' detection should greatly improve the mapping efficiency. 
Parameters like the exploring weight, sensor apertures for marking and cleaning 
obstacles, distance for cleaning obstacles can be set to optimal by using reinforcement 
learning mechanisms. The maximum cell depth can also be dynamically adjusted 
using a greedy algorithm, like hill-climbing, in order to improve performance. 
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Abstract. In this paper an accuracy analysis is presented for a localization 
algorithm based on maps correspondence. Initially the algorithm was developed 
by Martin Lauer [1], for robotic soccer purposes, and it has now been adapted 
to work on indoor robots localization, using walls and other known fixed 
objects as references. Infrared range sensors (IR) - for low cost applications - 
and Laser Scan Range Finder (LS) - for other applications - were used in our 
approach and compared experimentally. Precision and robustness analysis was 
made using increasing amount of laser points (which simulates a varying 
number of sensors) and results were compared to using similar number of IRs. 
Several tests were conducted with a real robot along a well defined trajectory, 
following a line previously painted on the floor. Visual markers were placed 
along the line allowing to keep track of the robot’s real position with high 
precision. The experimental results achieved showed that the implemented 
algorithm works well with a variety of sensors. The results also show that the 
scan laser range finder is by far the best type of sensor to measure the range of 
objects indoors. Using only few points the algorithm achieved good results and 
demonstrated a very high robustness rate and precision. 
 
Keywords: Mobile Robot Localization, Localization Algorithms, Sensor 
Fusion, Global Localization 

1 Introduction 

The main objective of mobile robotics is to develop autonomous and intelligent 
systems which can operate in real environments and unknown situations. Among the 
various lines of research carried out in the area of mobile robotics, the functions 
relating to mobility, such as localization and navigation, have great importance in the 
development of autonomous and intelligent systems. The localization of mobile 
robots has involved intense scientific and technological research, and a wide variety 
of techniques, based on different physical principles and localization algorithms, have 
already been developed, implemented and studied. 
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Mobile robot localization is probably one of the most 
robotics. Mobile robots are currently used in several applications, as guides in 
museums [2], [3], for entertainment purposes [
monitoring patients in 
applications. 

In any of these applications, if the mobile robot does not know where it is, how will 
it be able to complete the task assigned to it? Indeed, it nee
its location using complex localization algorithms, which require information about 
the robot’s surrounding environment. This information is obtained from sensors, 
which must have appropriate characteristics for the environment i
operating and the information that is needed, while the accuracy of such information 
is a key issue in ascertaining location.

Localization in a structured environment is based generally on external elements 
called landmarks. We can use the
placed artificial landmarks. The challenge of localization can be easily solved if 
artificial landmarks or beacons are used [
such as a scan laser range finder [
obtained and which make high precision measurements. Other researchers use natural 
landmarks, such as walls to solve this problem [1
techniques based on vision systems that en
from the image obtained [1

Fig. 1. a) Robot structure a
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For example, when the robot is placed in a known environment, it must be able to 
locate itself without knowing its original position, and also keep track of its local 
position. Knowing its overall position, the robot can navigate with reliability and, 
tracking its position locally, the robot can navigate efficiently and perform the tasks 
assigned to it. To make this possible it is necessary to estimate the status of the robot 
in real time, based on its initial status and on all the information obtained by its 
sensors. Therefore, localization is a major obstacle to giving robots real capacity for 
autonomy. 

The aim of this paper is to ascertain whether it is possible to use a method of map 
matching for robot localization, in real time, using natural landmarks and using low 
cost sensors. The localization algorithm used is based on [1], it was adapted to be 
used with other types of sensors than those for which it was originally designed. 

The analysis of these algorithms accuracy will be carried out using two kinds of 
sensors with different range characteristics: Laser range finder and Infra Red. These 
sensors are not used simultaneously, since the objective is to check their performance 
independently, especially the Infra Red. The aim of this work is to verify the error and 
precision in the localization process using these type of sensors. 

The experiments were performed in a corridor using the two sensors with data 
fusion with odometry. Medical Robot (Fig.1) was used [6] as the robot. This robot 
was built based on the 5dpo soccer robots [16]. 

This paper is organized as follows: Section 2 presents the main algorithm and the 
adjustments made to it; Section 3 presents the experimental results achieved; Section 
4 presents the work related to localization algorithms with different types of sensors 
and environments; and Section 5 presents the conclusions of this paper and points out 
some future work directions. 

2 Self-Localization Algorithm 

The algorithm implemented was first developed by M. Lauer et al. [1] for the 
Tribots robot soccer middle-size team [22] to obtain the localization of the robot in a 
well structured environment, a robotic soccer field, using the field lines. This 
approach uses an omni-directional camera as the robot’s main sensor. The image 
processing result is a list of positions relative to the robot position and the robot’s 
heading of detected line points. 

We have adapted this approach for indoor environments and thus propose some 
adjustments in the global localization. Instead of the known fields lines we use the 
walls and other objects in the environment as reference marks represented in a map. 

First, the algorithm was implemented and tested in the same conditions verified in 
[1], on a robotic soccer field, where we verified its reliability and robustness. This 
also allowed us to adjust the parameters of the algorithm to obtain better results. 

For global localization we propose solving the problem in a different way, by 
estimating the localization for n random positions of the robot on the map, for every 
iteration of the program. For each position the algorithm is applied using the current 
sensorial information, and n localization estimates are calculated, as alternatives to 
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the current localization. Making the comparison of the cost function of each estimate, 
it is possible to determine which one is better. Because in each iteration, the current 
robot localization is estimated from its last known position, to obtain global 
localization and to ensure that it does not jump constantly, the best of all random 
estimates is saved and compared continuously with all newly obtained random 
estimates. If that estimate is better than the current estimate, within a given range (5% 
better, for example), for N consecutive iterations, the robot localization jumps to the 
new estimated localization. By using repeated random alternative estimates we 
successively scan the whole map. After several trials and adjustments we concluded 
that the number of random points, n, should be 10, to ensure global localization and 
obtain appropriate processing time; the new random estimates have to be 10% better 
for 10 consecutive iterations, to allow the localization to jump to that new estimate. 
Note that the algorithm implemented in [1], only checks the random positions when 
the robot start running, and when the localization is assumed to be wrong. 

The fusion of data between the estimated localization given by the algorithm and 
the robot odometry is accomplished by analyzing their uncertainty. Despite the good 
results we can obtain using only the algorithm, odometry information will always be 
important, in order to obtain the perception of movement and to guarantee correct 
localization, especially in the cases of ambiguity which may occur and/or noisy 
measurements. 

 

  

Fig. 2. a) Corridor perspective where the tests were made, with the line on the ground. b) 
Graphical representation of matrix map used by the algorithm for the corridor and the path and 
markers used to get real positioning 

The map used is also another important issue, because it has the peculiarity of 
being a matrix, which, in each cell, contains the closest distance to the object on the 
map. That is, being able to represent each object of the environment with lines and 
arcs, and considering a cell size for the map, it is possible to gauge the distance of 
each cell to the nearest object (line, arc) and save its value in a matrix of distances. In 
Fig. 2b) we can see a graphical representation of the matrix map, in grayscale, where 
black represents the smallest distance and white is the maximum distance found in the 
matrix map.  

The black line (in the middle of the map) represent the path that the robot follows 
in every run test we made, and the white marks (rectangles), perpendicular to the 
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black line, are a representation of the markers placed on the ground to give the robot 
its real localization. 

Moreover, we also use other types of sensors able to obtain information used by the 
algorithm: range of objects present in the environment and represented in the matrix 
map of distances. Therefore, the main differences of the algorithm presented by [1] 
are the environment and the type of sensors used to gather information about that 
environment. 

3 Experimental Results 

We used two different type sensors: the scan laser range finder [21] and the infrared 
sensor. 

To perform the experiments and get all the information we need, like the robot real 
position in the environment, we put a line on the ground for the robot to follow it, see 
Fig 2. The path run 5m in y turns 90º and then runs 7m in x, performing a total of 
12m traveled in each run. That line is seen by a camera and with image processing we 
get its angle and distance relative to the center of robot. With a “FollowLine” control, 
the robot follows the path we made. Then at every meter we put a marker that can be 
identified with the image processing, Fig 2. That known marker position, and its 
orientation relative to the robot body, gives us the exact position and orientation in the 
moment the robot passes through it. That method of obtaining the robot real position 
is independent of the algorithm used and was made only to have an external reference 
to obtain the algorithm error. 

Several experiment runs, eleven used for data gathering, were performed and in 
each one, the data from the odometry, every 11 infrared sensors, 97 laser sensor 
ranges, were logged at every 40ms, all at the same time and robot real positions was 
logged when a marker was identified. That will permit a better comparison between 
the sensors. In every run we used the first mark to define the exact position of the 
robot. 

The program was made in a way that we can run all that logs saved in offline mode 
(without the robot) as if we were running the robot, remember that we saved all the 
data needed to do it. That gives us the possibility of repeatability, so that we can run 
every test how many times we want, and process the data we want to get, like the 
error of the algorithm. 

The matrix used by the localization algorithm, has a resolution of 4 centimeters per 
cell, although this does not mean that the algorithm give discrete results spaced by 
4cm, it is graphically represented in Fig. 2b). 

This matrix is pre-calculated and can be stored in a file on disk. This is loaded to 
memory when the program starts running, along with other required matrices, such as 
the gradient matrix also used in the algorithm. This allows the algorithm to be fast and 
efficient, because there is no need to recalculate the matrix of distances for each 
iteration, the program merely reads the cells of interest in the matrix map from 
memory, which is an extremely fast process. 
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The study of experimental data obtained and stored in logs allowed us to compare 
the error and precision of the algorithm in a real environment for the two sensors 
used. 

3.1 Results using only Odometry 

First we run all the data using only odometry, and as we expected the error was high. 
In global coordinates we get an average error in X of 0.103m, in Y of 0.476m and in 
orientation of 7,281 degrees. The error grows everytime the robot moves, Fig. 3 and 
Fig. 5a). 

 

Fig. 3. Evolution of error for a run experiment, odometry only 

3.2 Laser Range Finder 

The Laser Range Finder, can range in a semicircle of 240º, up to 4m with high 
accuracy. With this sensor, we can select the number of equally spaced points whose 
range we want to measure. Accordingly, we measured a maximum of 97, out of 681, 
equally spaced points in the aperture angle of the sensor. Note that if in one 
orientation of measurement there is no obstacle it results in a null range. For testing 
proposes we run the algorithm with 97 points, 49 points, 25 points, 13 points and 7 
points in order to examine how the number of points measured impacts the precision 
and error of the implemented algorithm. We also wanted to compare them directly 
with the 11 infrared sensors used, although the directions were not the same, as 
beyond the number of sensors we also want to study the influence of their position, 
orientation and the spacing between them. 

The test runs with 97 points showed that the algorithm can localize the robot even 
when the robot's odometry is not available for data fusion, even with 49 and 25 points 
we get the same results, but we want to test it with odometry fusion. Table 1 shows 
the final results, the average error for the position and orientation given by the 
algorithm. 
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Table 1. Average (for all 11 tests, and 11 markers) value of the error for x, y and theta for the 
laser case, comparing with different number of points 

Number of Points 97 49 25 13 7 
Error_x (m) 0,0393 0,0404 0,0419 0,0415 0,0492 
Error_y (m) 0,0572 0,0539 0,0454 0,0428 0,0376 
Error_theta (degrees) 1,3452 1,2251 1,6023 1,2720 1,4882 

 
Although it was predicted a sharp increase in precision with the number of points 

used, strangely this does not always happen, which may denote a path, environment 
(map) and physical localization of sensors, dependency. Note that although in X 
coordinates the average error always increases with the decrease in the number of 
points, Fig. 4, this is not the case with the angle and surprisingly the average error in 
Y coordinates decreases with the number of points. Is expected that the robustness of 
the algorithm decreases as we use fewer points. I.e. the probability of a total loss of 
global localization is higher. 

 

 

Fig. 4. Error for different number of laser sensor points used 

3.3 Infrared range sensors 

The Infrared sensor, can range up to 1.5m, with less accuracy and much higher levels 
of error than the laser range finder. We have 11 sensors mounted around the robot, 
measuring distances at every 30º. Because of the physical position of these sensors in 
the robot, Fig 1, the map is different. Fig. 5a). 

These 11 sensors are sufficient to properly locate the robot in the sense that we 
don’t have catastrophic failures or errors. Obviously the precision is less than the one 
obtained with the scan laser. To compare them we interpolate the results from the test 
runs with 7 and 13 points. 

The error obtained from the tests result that in global coordinates we have a 
average error in X of 0.059m, in Y of 0.089 and in orientation of 4.24º. In one of the 
markers the robot was in every run a higher error when compared with the other 
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positions, not considering that marker the maximum error in Y drops to half.
we have a maximum error in X 0.126m, in Y of 0.111m and in theta of 5.58º.

3.4 Comparison 

In Fig. 5 we can see an example of a test run (
we can see the robot real pos
by the algorithm evaluated (at red
position. 

As can be seen with odometry only
robot localization starts to be wrong, wh
sensors, Fig. 5b), the localization is much better, maintaining the robot nea
localization. If we look to the Fig
the case of the laser range finder
than the infrared, and the range of 4m when compared to the 1.5m r
infrared also influences the localization. 

 

a)

c)

Fig. 5. Representation of path followed by the robot and error of the algorithm: a) with 
odometry only; b) applying the algorithm with the 11 
algorithm with 13 points of the laser; d) applying the algorithm with 7points of the las

Looking at Fig. 5c) and 5d) the difference between them is not noticeable, but 
comparing with the infrared is. If we look to the v
of a few millimeters; the error in orientation is more noticeable.
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positions, not considering that marker the maximum error in Y drops to half.
we have a maximum error in X 0.126m, in Y of 0.111m and in theta of 5.58º.

we can see an example of a test run (a representation). In each detected 
the robot real position and orientation (at yello) and the localization 

the algorithm evaluated (at red), the yellow dots represent the sensor 

As can be seen with odometry only, Fig. 5a), after some meters of movement the 
robot localization starts to be wrong, when we apply the algorithm with the infrared 

he localization is much better, maintaining the robot nea
localization. If we look to the Fig. 5c) and 5d) we can see that the error is even less, in 
the case of the laser range finder. This happens because the sensor accuracy is better 
than the infrared, and the range of 4m when compared to the 1.5m range of the 
infrared also influences the localization.  

 b) 

 d) 

Representation of path followed by the robot and error of the algorithm: a) with 
odometry only; b) applying the algorithm with the 11 Infrared sensors; c) applying the 
algorithm with 13 points of the laser; d) applying the algorithm with 7points of the las

Looking at Fig. 5c) and 5d) the difference between them is not noticeable, but 
comparing with the infrared is. If we look to the values, Table 2, there is a difference 
of a few millimeters; the error in orientation is more noticeable. 

positions, not considering that marker the maximum error in Y drops to half. And so 
we have a maximum error in X 0.126m, in Y of 0.111m and in theta of 5.58º. 

detected mark 
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is even less, in 
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ange of the 

Representation of path followed by the robot and error of the algorithm: a) with 
Infrared sensors; c) applying the 

algorithm with 13 points of the laser; d) applying the algorithm with 7points of the laser. 

Looking at Fig. 5c) and 5d) the difference between them is not noticeable, but 
alues, Table 2, there is a difference 
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Table 2. Average value of the obtained error of all test runs 

Error X(m) Y(m) Theta(degrees) 

Odometry 0,1026 0,4762 7,2812 
IR 0,0594 0,0887 4,2491 

Laser 13 0,0415 0,0428 1,2720 
Laser 7 0,0492 0,0376 1,4882 

 

4 Related Work 

Several methods have been proposed, ranging from methods based on maps [17], 
constructed by the robot or pre-programmed, to methods based on recognition of 
beacons [8] or labels with pre-set positions. The localization problem can easily be 
solved by placing references in the environment which are distinguishable from all 
other previously existing objects. However, this solution has its drawbacks, given that 
the introduction of some changes to the environment may have a negative impact on 
the environment (for humans). We therefore propose that the environment’s own 
characteristics are used to localize the robot, such as walls and other objects that 
already exist in the environment.  

Typically, these methods have a number of negative characteristics such as being 
computationally demanding, requiring considerable exploratory time and being 
inflexible. The localization algorithms [18] that have achieved the best results in robot 
localization, when compared to other existing algorithms, are those based on the 
Monte Carlo algorithm [12]. 

The proposed algorithm in [1] uses a minimization algorithm, Resilient 
Propagation [19], that is also used in neural networks. This allows rapid convergence 
of the localization estimate, achieving a more probable location of the robot, with a 
minimum of error. This method is based on map matching and the major innovation 
of the method is the fact that the map is pre-calculated, meaning that the values of the 
distances which are used by the map matching are pre-calculated. These distances are 
stored in memory in a matrix, which is the map of the algorithm. The gradients of 
these distances, which are used to minimize the localization error, are also pre-
calculated. All of this results in fast processing time and also quickly gives the second 
derivative of the cost function, allowing us to ascertain the level of uncertainty and 
the estimated variance of the localization given by the algorithm and therefore merge 
it correctly with the odometry. As we can read in [1] there are other approaches that 
are closely related to this one. For example Cox [20] that also uses range finders to 
detect the walls. But this new approach tackles and improves its bad aspects by giving 
global localization, a better optimizer, dealing better with the outliers, the robot can 
move faster, the process time is smaller and any slippage in the odometry is 
compensated with the algorithm itself. 
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5 Conclusions 

With this research, we verified that the used algorithm works well with a variety of 
sensors, which are capable of measuring distances to the defined landmarks, whether 
natural or artificial. 

The results achieved are quite satisfactory and enable us to conclude that, for the 
predicted application, a service robot in a non-industrial environment without the 
need for high precision, with a minimum of eleven low cost sensors, we have enough 
robustness and precision, even considering that some of these sensors are giving 
wrong measurements. 

As demonstrated, the algorithm can successfully be used in other applications and 
with other types of sensors beyond robotic soccer and the video camera sensor, for 
which it was originally designed. 

The results show that the scan laser range finder is by far the best type of sensor to 
measure the range of objects indoors. Using only few points the algorithm achieved 
good results and demonstrated a higher robustness rate and precision than the infrared 
sensor, but at a higher price, which makes it unavailable for most applications. 

With this study, we also concluded that the number of points whose range is 
measured is important; higher numbers of points result in better robustness for global 
localization, only needing a few points for local localization with odometry. The 
accuracy and range of measurements is also important because more accurate 
measured points allows better map matching. 

Future work includes adjusting the algorithm to use the maximum number of points 
possible for global localization but fewer points for adjust of local localization with 
the fusion with odometry. to verify the accuracy and precision of the algorithm and to 
evaluate the localization error obtained with it. Also, we intend to tune the weight of 
the fusion between location and odometry for the IR as the optimal value may be 
different for the Laser. Other line of future work includes improving the algorithm in 
the way to better reject the “outliers”, meaning the bad measurements. Finally, we 
intend to improve the robustness when the robot faces objects that are not covered in 
the map, like for example moving objects such as people or animals. 
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Abstract. In this paper, we address the problem of connecting two
distant communication nodes by deploying a number of mobile robots
that act as gateways between the towers. To address this problem, we
propose ODEN, a path-planning algorithm that relies on an elastic net-
work to produce an obstacle-free path between the two towers. This
algorithm builds over a previous elastic-network-based path-planning al-
gorithm and overcomes some of the major limitations of this algorithm.
We also propose an extension of ODEN to address the more complex sit-
uation in which multiple pairs of towers must be connected in a common
environment. We illustrate the results obtained with both ODEN and its
multi-path counterpart, MODEN, in several test-scenarios.

1 Introduction
In this paper, we consider the problem of connecting two distant communication
nodes (henceforth referred as “towers”) placed in such a way that no communi-
cation is possible between them. To overcome this difficulty, a number of mobile
robots can be deployed in the environment. These robots possess the ability to
communicate with the towers (when in range) and with each other. In the most
general setting, we assume that the robots have only local knowledge about the
configuration of the environment (e.g., about the existence and position of ob-
stacles) obtained by means of any local on-board sensors. The purpose of the
robots is to navigate the environment until a configuration is reached in which
the two towers are connected, as illustrated in Fig. 1(a).

In this paper, we model this problem as a path planning problem between the
positions of the two towers and use an “elastic network” to model the movement of
the gateway robots deployed in the environment. Our algorithm is an extension of
a previous method proposed in [1], in which the path is represented as an elastic
network initialized as a straight-line between the two target positions. The mobile
? This work was partially supported by the Information and Communications Tech-
nologies Institute, the Portuguese Fundação para a Ciência e a Tecnologia, under
the Carnegie Mellon-Portugal Program. A preliminary version of this work was pre-
viously presented at 7th Portuguese Robotics Festival and Scientific Meeting, 2007.
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Fig. 1. Illustration of the typical scenario considered in the paper and a motivating
example.

nodes in the network (the mobile robots in our scenario) are “attracted” toward
free-space and “repelled” away from the obstacles, yielding an obstacle-free path.

The contributions of this paper are two-fold. On one hand, we improve on the
original algorithm from [1] by proposing a new update rule that yields smoother
and more efficient deployment of the robots, in a sense soon to be made clear.
This leads to the ODEN algorithm, our first contribution. On the other hand, we
propose an extension of ODEN to address the more complex situation in which
multiple pairs of towers must be connected in a common environment. In this
situation, and to minimize interference, it is desirable that the deployment of
the robots is conducted in such a way as to minimize intersection between the
different communication paths. This leads to MODEN, the “multi-path” version
of ODEN and the second contribution of this paper.

To motivate this work, consider, for example, a forest fire situation in which
firemen must maintain contact with a base-station. In order to do so, they can
carry small, portable mobile units that they drop as they move toward their
assigned position. These units will ensure connectivity between each fireman
and the base-station by locally adjusting their position so as to improve con-
nectivity and minimize interference (see Fig. 1(b). Aimed at such applications,
the approach in this paper explicitly considers the existence of obstacles in the
environment, driving this work away from other works addressing open space
deployment and connectivity [2]. Furthermore, we are particularly interested in
modeling scenarios in which the robots move in an unstructured (outdoor) en-
vironment. In these scenarios, signal obstruction can arise from obstacles such
as groups of trees that can actually be traversed by the robot, but cause severe
decrease in the ability of the robot to communicate with its neighbors. Also, in
the setting considered herein, we are not concerned with radio-based navigation
or localization, a topic of recent current research [3–7]. As will be apparent from
our algorithm, the robots need only minimal navigation capabilities. In particu-
lar, the algorithm will not require them to use any localization or path planning
algorithm, but simply execute very simple movement primitives (such as mov-
ing straight in a given direction). Finally, the problem considered herein is, in a
sense, closely related to the problem addressed in [8]. The latter work proposes
an algorithmic procedure to determines when the robots can move in order not
to loose the overall connectivity of the network. In this paper we propose an al-
gorithmic procedure to determine how the robots can move in order to improve
the overall connectivity of the network.
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Fig. 2. Several updates of the closest PU, depending on the sampled point.

2 Path Planning Using an Elastic Network
The algorithm described in [1] makes use of an elastic network of “processing
units” (PU) linking the two target towers throughout the environment (hence-
forth abusively referred as the configuration space for the network). The network
is initialized as a straight line between the two towers and we denote by U t the
set of all units in the network at iteration t. The algorithm proceeds at each
iteration t by sampling a random point within a distance of r around the net-
work, i.e., a point in the “perceptual range” of some robot in the network. It
then updates the position of the nearest node in the network (the best matching
unit, BMU) according to the following heuristic:

– If the sample point is in free space, it “attracts” the BMU toward it (see
Fig. 2(a));

– If the sample point is in occupied space, it “repels” the BMU away from it;
– If both the sample point and the BMU lie in occupied space, the BMU

moves orthogonally to the line segment whose extreme points are BMU’s
neighboring units (Fig. 2(b)).

Once the BMU is updated, its immediate neighbors are updated accordingly.
The points used in the updates are randomly sampled around the nodes in
the network, in a region with radius r that is successively decreased to a final
minimum value of rF . The algorithm starts by “pulling the network” toward
large regions of free space and then locally adjusts the network to the “details”
of the environment.

It is worth noting that, in terms of the robots in the network, these “abstract”
operations can be implemented in a remarkably simple way. At each iteration,
one of the robots in the network uses its sensor information to move toward
a randomly chosen position in free-space. This will typically cause the signal
strength between the robot and its neighboring robots to change. The neighbor-
ing robots then adjust their positions so as to compensate for the change in the
signal strength. We also note that, in practice, this operation can be performed
by multiple robots simultaneously, as long as none of the robots are contiguous
or share a neighbor.

Finally, every λ time instants, a new unit is added in between the two most
distant units in the network until a maximum number of units is reached. This
condition could easily be replaced by similar condition of adding a new unit (a
new robot) whenever the distance between two nodes in configuration space was
above a pre-specified threshold. However, the use of a temporal condition allows
the initial updates to be more efficient.
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(a) No obstacles. (b) 25 obstacles.

Fig. 3. Trajectories obtained by the original algorithm.

The term elastic network arises from the fact that each unit exerts some
conservative tension on its neighboring units so as to maintain their relative
positions. In other words, the updated PU is “pulled” by its neighbors and also
“pulls” its neighboring units. More details on the algorithm can be found in the
referred work [1]. This “elastic tension” between neighboring units can be seen as
a local adjustment that each of the units performs whenever one of its neighbors
moves in order to improve connectivity.

The method has several interesting properties. It is extremely simple to im-
plement. It only requires a sampling mechanism around the network and the
evaluation of the attraction function. This attraction function merely determines
whether a point is in free-space or in occupied space and the update of a unit
reduces to a few extremely simple operations that translate into very simple mo-
tion commands. Also, given its simplicity, it is a surprisingly efficient algorithm,
being in fact able to find obstacle-free paths between the desired points with very
little computational effort. The examples reported in [1] were able to determine
obstacle-free paths in several complex environments in few thousand iterations.
Furthermore, it does not require any search or any model of the environment,
but just a sampling function able to determine whether a point lies in free-space
or not. Finally, the method is local in that each unit is updated considering only
its immediate neighborhood. This is a very interesting feature of the algorithm
for the particular set of problems we are interested in. In our setting, each unit is
actually an independent robot that must adjust its individual position communi-
cating only with its neighboring units and sampling the surrounding space, but
the method still provides a way of determining a global obstacle-free network.

However, it also presents several inconveniences. First of all, the algorithm
will often spend a lot of iterations updating units that need not be updated. This
happens, for example, in an obstacle-free environment or any environment where
there is a lot of free space, where most of the units will already start away from
any obstacle. Furthermore, because sample points in free-space keep attracting
the network to free-space, this may lead to peculiar trajectories as depicted in
Fig. 3. Finally, the algorithm was designed to run for a fixed (usually large)
number of iterations and takes generally this number of iterations to terminate
before a path is produced. In the next section we propose a modification of the
algorithm that, while maintaining the simplicity of the original algorithm and
its functional principle, alleviates the reported inconveniences.
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Fig. 4. Situations addressed by the new update mechanism. (a) Situation where further
updating is desirable. (b) The extra point solves the problem. (c) Two different classes
of “updatable” units.

3 The ODEN Algorithm
In this section we describe two fundamental changes to the algorithm in the pre-
vious section: a new update mechanism for the units and an additional condition
to introduce new units in the network. These modifications yield the ODEN al-
gorithm,1 and readily overcome the inconveniences pointed out in the previous
section. We also present the results obtained with ODEN that show the intro-
duced modifications to actually improve the overall efficiency and performance
over the original algorithm.

3.1 The Update Mechanism

Recall that the two main inconveniences reported in the previous section are
the many iterations spent updating units that need not be updated and the fact
that the whole network is attracted toward free-space, this leading to undesirable
trajectories. This undesirable behavior is mainly due to continuous updating of
units that are already in free space. To overcome such phenomenon we introduce
a simple modification to the algorithm: we partition the set U t into two sets, U t

U

and U t
F . The set U t

U contains the “updatable” units and the set U t
F contains the

“fixed” units. In a first approach, we consider the set U t
F as the subset of U t lying

in free-space. Therefore, we update only the units that lie inside objects.
There is a purpose in continuously updating the different PUs even when

they are in free space. Consider the situation depicted in Fig. 4(a). In this sit-
uation there is an obstacle between the two depicted units that may hamper
the corresponding communication channel. In the original algorithm, the two
units depicted would be continuously updated, eventually pulling their common
edge out of the obstacle. If we consider the set U t

F as containing all units in free
space, none of the two units depicted will ever be updated again, and the path
thus obtained will not be obstacle-free, even if all units may eventually lie in
free space. To overcome this situation, we consider a second class of updatable
units: those whose contiguous edges intersect any of the obstacles. In Fig. 4(c)
we illustrate the two classes of updatable units.

One final remark to refer that, in order to determine if a given edge intersects
any object, we sample several random points along the edge and test whether
they lie in free space. The number of points depends on the actual length of
the edge. This method generally produces quite reliable results even without

1 Obstacle-Driven Elastic Network.
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sampling too many points. In the case of actual robots, the same information
can generally be determined from the link between the two robots.

3.2 Introducing New Units
Recall that in the original algorithm a new unit is added to the network every
λ iterations up to a maximum pre-determined number of units. The addition of
such extra units, as well as a decrease in the sampling radius around the network,
allows the network to converge to smoother trajectories and forces the updates
to consider increasingly local data around each unit (see [1] for complete details).

Considering the modified version of the algorithm described insofar, it is
possible and indeed likely that all units reach free-space before λ iterations have
occurred. This implies that the algorithm will “stall” until a new unit is intro-
duced. As such, we include an additional condition in the algorithm, and a new
unit is added to the network if any of two conditions is verified:

– Whenever λ iterations have occurred; or
– Whenever U t

U is empty.

If the algorithm introduces a new unit in the network before λ iterations have
occurred, the sampling radius is, nevertheless, decreased accordingly.

We note that the introduction of new units also alleviates the problem de-
scribed in Fig. 4(a). In fact, in many situations such as the one in Fig. 4(a), a
new point will actually be added between the two points in Fig. 4(a), leading to
a solution like the one on Fig. 4(b).

3.3 The ODEN algorithm
We refer to the modified version of the algorithm as ODEN, standing for

obstacle-driven elastic network. ODEN is summarized in Algorithm 1, where α
is a randomly chosen number such that −β ≤ α ≤ β and F is the attraction
function.2. The parameters tmax, λ, β, η0 and η1 are common to the algorithm
in [1]. The first two parameters represent, respectively, the maximum number of
iterations for the algorithm and the number of iterations between two insertions
of a new point. The last three parameters define the “update rates” and “elastic
coefficient” used in the updates of the various components of the algorithm. The
input parameters xI and xF represent the positions of the two towers and N0

and Nmax represent the initial and final number of nodes in the network.

3.4 Experimental Results with ODEN
We tested ODEN in several random environments with different degrees of com-
plexity. In all results displayed, the algorithm was run with the same parameters
as those reported in [1].3

Figure 5 presents the results obtained in the same environments as those
in Fig. 3, illustrating how ODEN is able to overcome the inconveniences of
2 The attraction function is just an indicator function for an obstacle, taking the value
of 1 if x is in the free-space and −1 otherwise.

3 In particular, we use N0 = 10, Nmax = 100, β = 0.0025, η0 = 0.05, η1 = 0.01, rI = 2,
rF = 0.7 and tmax = 40, 000.
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Algorithm 1 The ODEN algorithm.
Require: xI , xF , N0, Nmax, rI , rF ;
1: Set w0 = xI and

wi = xI + i · xF − xI

N0 − 1
, i = 1, . . . , N0 − 1.

2: Set t = 1, Lins = 0, N = N0;
3: Compute U t

U ;
4: if U t

U = ∅ then
5: Set t = Lins + λ and goto 17;
6: end if
7: Randomly choose wi ∈ U t

U ;

8: Set r = rI ·
“

rF
rI

”t/tmax
;

9: Randomly choose x ∈ X such that ‖x− wi‖ < r;
10: Set wj = arg minw∈Ut

U
‖x− w‖;

11: if F (x) > 0 then
12: wj ← wj + η0(x− wj) + β(wj−1 + wj+1 − 2wj);
13: wj±1 ← wj±1 + η1(x− wj±1);
14: else
15: wj ← wj + α

(wj+1+wj−1)⊥
‖wj+1+wj−1‖ ;

16: end if
17: if t− Lins ≥ λ then
18: Lins = t;
19: Insert wnew such that wnew =

wk+wk+1
2

, where

‖wk − wk+1‖ = max
wi∈Ut

U

‖wi − wi+1‖.

20: N = N + 1;
21: Update U t

U ;
22: end if
23: if t < tmax and (I 6= ∅ ∨N < Nmax) then
24: Set t = t+ 1 and goto 7;
25: else
26: Exit;
27: end if

the original algorithm reported in the previous section. Figure 6 presents the
results obtained in several random environments ranging from 20 to 100 random
obstacles. It is worth noting that even if the algorithm does not take into account
the minimization of the length of the path, the obtained paths often exhibit small
perturbations from the initial straight path. Note also that the intersection effect
in Fig. 4(a) is not observed in the trajectories, even if in many situations the
path is close to these.

Finally, Fig. 7 presents the results obtained in environments with non-random
obstacles. The distributions of the obstacles in these environments can be seen
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(a) No obstacles. (b) 25 obstacles.

Fig. 5. Trajectories obtained with ODEN in the environments of Fig. 3, corresponding
to 100% and approximately 77% of free-space.

(a) 20 obstacles. (b) 40 obstacles. (c) 60 obstacles.

(d) 80 obstacles. (e) 100 obstacles.

Fig. 6. Sample network outlines obtained with ODEN in five random environments
with diverse number of obstacles, respectively corresponding to approximately 82%,
64%, 46%, 28% and 10% of free-space.

(a) (b) (c)

Fig. 7. Trajectory obtained with ODEN in environments with non-random obstacles.

as possible worst-case situations for the algorithm. Notice that the algorithm is,
in fact, able to deliver the expected collision-free paths.

We note that, in the first set of environments, the algorithm is generally
able to deliver a solution and stop within few iterations. This is in clear contrast
with the original method, which would run for a predefined number of iterations.
Also, ODEN generally performs better on more sparse environments than in en-
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vironments with little free space. This is easily explained if we consider that the
algorithm proceeds by sampling the space around the network and pulling the
network toward free-space and away from the obstacles. If few sample points lie
in free space, more iterations will be required for the algorithm to find a proper
path. Finally, “thin” obstacles may be hard to sample and, therefore, hard to
avoid. We produce one further experiment to test the performance of the algo-
rithm when a single thin, long obstacle is found in the environment. The result
is presented in Fig. 7(c). Even though the environment has a single obstacle and
is, in general, a sparse environment, the algorithm took a considerable number
of iterations (≈ 720) before a solution was found.

4 MODEN: ODEN in Multi-path Domains

We now address the more complex problem of connecting n pairs of towers in a
common environment. Given the positions in configuration space for all towers in
the set, we are interested in determining individual paths joining the two towers
in each of the n pairs, so that the paths are non-intersecting. The requirement
for non-intersecting paths is mainly to avoid undesirable interference between
the corresponding communication channels. We henceforth refer to the nodes
between the pair of towers i as the network ENi and refer to the positions of the
corresponding towers as the “initial” and “final” points of ENi (with no particular
convention as to which is the initial and which is the final).

Given the initial and final points in configuration space for each of the n
networks, we can apply the ODEN algorithm to determine the path describing
each network individually, yielding n distinct paths, EN1, . . . , ENn. However,
this approach does not take into consideration the existence of the other networks
in the same environment and will probably lead to intersecting paths. A simple
idea to overcome such difficulty is to consider each PU in the path of other
networks as the center of some obstacle when running ODEN for each network
ENi.4 The size of the obstacle can be adjusted as a parameter. This strategy
turns the other networks’s path into “obstacles” and ODEN should thus produce
individual trajectories that do not intersect, if possible.

Sample point

Sample point

(a)

Sample point

Sample point

(b) (c)

Fig. 8. Situations that may lead to intersection. (a) Different networks sample on
opposite sides. (b) Same network samples on opposite sides of neighboring network. (c)
Two networks keep “chasing” each other.4 The consideration of the other networks as an obstacle can also be implemented

using the connectivity information between the robots in the networks.
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Algorithm 2 The MODEN algorithm.
Require:

˘
x1

I , . . . , x
n
I

¯
,
˘
x1

F , . . . , x
n
F

¯
, N0, Nmax, rI , rF ;

1: Initialize Xobs with the obstacles from the environment;

w0 = xI ;

wi = xI + i · xF − xI

N0 − 1
, i = 1, . . . , N0 − 1.

2: for all i=1,. . . ,n do
3: Pi = ODEN(xi

I , x
i
F , N0, Nmax, rI , rF );

4: Append Pi to Xobs (the extreme units in the network are not considered);
5: end for

However, if ODEN updates all trajectories simultaneously, this will lead to
intersecting paths. Consider the situation depicted in Fig. 8(a). If the samples
used to update each path continue to be sampled in opposite sides of the other
path, the final paths will unavoidably intersect. Furthermore, situations may
occur in which the paths keep “chasing” each other, as they keep sampling free
points in one direction while trying to avoid the other path (Fig. 8(c)).

To minimize such phenomenon, we introduce an ordering among the net-
works and run the ODEN algorithm sequentially according to that order. Ac-
cording to this ordering, it is possible to refer to each of the networks in the
set as EN1, . . . , ENn, where ENi stands for the ith network in the given order-
ing. We now successively apply the ODEN algorithm to each of the networks
EN1, . . . , ENn individually: we determine the path for network EN1 using the
ODEN algorithm and considering only the original obstacles in the environment.
Then, for each other robot ENi, i = 2, . . . , n, we determine the corresponding
path using the same ODEN algorithm, but considering as obstacles the paths of
the networks EN1, . . . , ENi−1 besides the natural obstacles in the environment.
Finally, to alleviate the intersections arising from cross-sampling (Fig. 8(b)), we
include a small adaptive bias in the random sampling process.

4.1 The MODEN algorithm

MODEN is summarized in Algorithm 2, where {x1
I , . . . , x

n
I } and {x1

F , . . . , x
n
F }

denote the sets of initial and final points for the n networks. Pi is the path
generated for ENi. As for the bias in sampling, recall that ODEN uses points
sampled in a region of radius r around the network to update the units in the
network. A sample point x is given by

x = wi + rx∠θx,

where wi is a unit in the network, rx is a random number between 0 and r, and
θx is a random angle between 0 and 2π. Let I1, . . . , Ik be a uniform partition of
the interval I = [0, 2π]. A uniform sampling procedure chooses an angle θx in Ii
with probability pi = 1/k. Suppose that the chosen angle at some iteration was
αx and the corresponding point x is in free space. Then, the probabilities pi are
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(a) (b) (c)

Fig. 9. Trajectories obtained for 2 networks in different environments.

(a) (b) (c)

Fig. 10. Sample trajectories obtained for problems with coincident endpoints and with
multiple networks (3 and 5).

biased toward the direction αx according to

pi =

{
pi + ε(1− pi) if αx ∈ Ii;
(1− ε)pi otherwise

and then normalized to yield
∑

i pi = 1.

4.2 Results using the multi-path algorithm

We now present the results of MODEN in different scenarios. In Fig. 9 we present
the trajectories obtained in environments with 15 and 30 random obstacles and 5
non-random environments, where the networks joint different initial positions to
a common final position. We then applied the algorithm to the extreme situation
where two paths must joint the same initial and final positions. Notice that this
implies that the paths for both networks are coincident in the initial iteration.
Figures 10(a) depicts the results obtained in environments with 30 obstacles. In
Fig. 10(b) and 10(c) we depict the results obtained when 3 and 5 networks are
considered.

As in Section 3, the algorithm was run with the same parameters as those
reported in [1]. The dimension of the “virtual obstacles” around each PU is 1

3 of
the size of the actual random obstacles.

5 Discussion
From our results, we claim ODEN to be an simple but efficient algorithm, being
able to provide obstacle-free paths even in environments with a large percentage
of occupied area. In a practical application, ODEN simply requires a function
that samples a point in free-space around each robot in the network. This infor-
mation can easily be retrieved from sensorial data and makes this method simple
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to implement. On the other hand, the sampling mechanism supporting ODEN
implies that the algorithm is less effective in environments with little free-space
or with very thin obstacles. In the former case, it will be hard to sample points
in free-space to pull the network away from the obstacles. In the latter case, it
will be hard to sample the obstacles so as to drive the network away from them.

MODEN extends the simple principle behind ODEN to multi-path scenar-
ios, while remaining a local method driven by obstacles. MODEN attests the
applicability of ODEN in more complex problems and suitably illustrates the
effectiveness of ODEN’s underlying working principle. Nevertheless, and in spite
of the encouraging results, we should remark that if the initial straight-line path
of the several networks intersects, it is generally not possible to ensure a non-
intersecting solution. And it may also happen that the path for the first network
renders the task of finding an obstacle and intersection-free path infeasible.

As future work, it would be interesting to explore the use of richer attraction
functions F . If the attraction function F is more than an “obstacle-indicator”,
the algorithm may use the extra information to drive the updates in a more
informed fashion and thus improve its performance. In particular, the indicator
function can provide information about signal strength, not only pulling each
node toward free-space but inclusively drive each node/robot toward directions
in which the signal strength is improved the most. This would bring our approach
closer to potential-field/vector-field methods [9].

It is important to point out that, due to the local nature of the methods,
neither ODEN or MODEN are optimization methods. This means that the net-
work is adjusted locally to reach an obstacle free path. Since it departs from a
straight-line condition, it is expectable that it may be able to reach a network
configuration that is “close” to the straight-line path. However, and as other
probabilistic path-planning methods (see, for example, Fig. 11), the configura-
tion attained will generally not be optimal in any particular sense.

Another interesting discussion arises from the consideration of ODEN and
MODEN as path planning algorithms, in which each network corresponds to
the actual path of one robot. In this context, it is important to note that most
path-planners are global planners in that they use information from the whole
network which may not be practical (or even feasible) in the scenarios consid-
ered in this paper. Also, they are typically off-line methods, thus less suited
for on-line implementation as intended in the applications envisioned here. On
the other hand, and from a multi-robot path planning perspective, the require-
ment of non-intersecting paths in MODEN is not such a usual approach, as
more elaborate ways exist to coordinate multiple robots wandering in a com-
mon environment (see, for example, the approaches in [10–12]). Nevertheless,
non-intersecting paths alleviate the need for any knowledge of the robot dynam-
ics/communication capabilities. The paths generated by the algorithm would
be immediately usable by the robots, without considering any coordination or
synchronization mechanism to prevent on-path collisions.

We note that, as with ODEN, environments with little free space also cause
difficulties to probabilistic path planning methods such as PRMs [13]. Also, the
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(a) ODEN. (b) PRM.

Fig. 11. Trajectories obtained with ODEN and PRM.

fact that ODEN uses all nodes in defining its path implies that, in general it
will be able to locally adjust to the obstacles, producing potentially shorter
paths. Figure 11 compares the paths obtained with ODEN and PRM in an
environment with 60 random obstacles. A more extensive comparison of the
performance ODEN againsta that of other state-of-the-art planning methods is
still necessary to further understand the applicability of ODEN in more general
scenarios than those considered here.
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Abstract. This paper presents a project of simultaneous localization and 

mapping (SLAM) of an indoor environment focusing on the use of autonomous 

mobile robotics. The developed work was implemented using the Lego 

Mindstorms NXT platform and leJOS NXJ as the programming language. The 

NXJ consists of an open source project which uses a tiny Java Virtual Machine 

(JVM) and provides a very powerful API as well the necessary tools to upload 

code to the NXT brick. In addition, the leJOS NXJ enables efficient 

programming and easiness of communication due to its support of Bluetooth 

technology. Thus, exploiting the mobile robotics platform flexibility plus the 

programming language potential, our goals were successfully achieved by 

implementing a simple subsumption architecture and using a trigonometry 

based approach, in order to obtain a mapped representation of the robot's 

environment.  

Keywords: Lego Mindstorms, NXT, leJOS, NXJ, Java, Robotics, Mapping, 

Subsumption Architecture, Behavior-Based, Client-Server. 

1   Introduction 

One of the major problems in the field of robotics is known as SLAM (Simultaneous 

Localization and Mapping) [3], consisting of a technique used by robots and 

autonomous vehicles to build up a map within an unknown environment while at the 

same time keeping track of their current position. This is not as straightforward as it 

might sound due to inherent uncertainties in discerning the robot's relative movement 

from its various sensors. Thus, the elaboration of a project in this area has proved to 

be highly motivating for us since “solving” a SLAM problem is considered a notable 

achievement of the robotics research. 

The robotic platform chosen for this project is the Lego Mindstorms NXT [4], a 

major improvement over their previous platform, the RCX [5]. It contains a more 

powerful processor, more memory, and employs enhanced sensor and actuator suites, 

therefore being considered the easiest way to enter in the robotics world. 
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For programming the NXT robot we decided to use leJOS [1, 6, 16, 17, 18], a 

firmware replacement for Lego Mindstorms programmable bricks, considered by 

many as the best platform in the moment to use software engineering ideas. The NXT 

brick is supported by leJOS NXJ [7], a project that includes a Java Virtual Machine 

(JVM) [8], so allows Lego Mindstorms robots to be programmed in the Java 

programming language. The leJOS platform proved to be the best choice for this 

project since it provides extensive class libraries that support various interesting 

higher-level functions such as navigation and behavior-based robotics, therefore 

simplifying the task of robotic piloting through the implementation of a subsumption 

architecture [9]. Also the API [10] support for the Bluetooth technology was essential 

in this work since we also implemented a client-server architecture, using the NXT 

robot as server and sending information to a client application via Bluetooth. 

Therefore, the whole logic is hosted and executed by the robot, which exchanges 

information with the client application, running on a computer. The data sent by the 

NXT is then processed and used in the environment map building. 

In order to present the work developed for this project, this paper is organized as 

follows: Initially, in Sections 2 and 3 the hardware and software platforms are 

detailed, which is the Lego Mindstorms NXT and the leJOS NXJ, correspondingly. In 

Section 4 we give an overview of the architectures behind the developed robotic 

agent, namely the subsumption and client-server architectures. Section 5 details the 

environment mapping procedures that were used. Finally, in Sections 6 and 7, we give 

details about the tests we ran and their results, stating the conclusions we achieved 

and thereby concluding the article. 

2 Lego Mindstorms NXT 

Lego Mindstorms NXT is a programmable robotics kit released by Lego in late July 

2006. The NXT is the brain of a Mindstorms robot. It's an intelligent, computer 

controlled Lego brick that lets a Mindstorms robot come alive and perform different 

operations. 

 

Fig. 1. The Lego Mindstorms NXT. In the center, the NXT brick 1. Above, the three servo 

motors 6. Below, the four sensors: touch 2, sound 3, light 4 and ultrasonic 5.  



 Environment Mapping using the Lego Mindstorms NXT and leJOS NXJ 269 

The NXT has three output ports for attaching motors – Ports A, B and C and four 

input ports for attaching sensors – Ports 1, 2, 3 and 4. It’s possible to connect a USB 

cable to the USB port and download programs from a computer to the NXT (or 

upload data from the robot to the computer). As an alternative the wireless Bluetooth 

connection can be used for uploading and downloading.  

In the specific case of our project we simply needed two motors (connected at ports 

A and C), but we used all the input ports for sensors (Ultrasonic Sensor – port 1, 

HiTechnic [20] Compass Sensor – port 2, HiTechnic Color Sensor – port 3, Sound 

Sensor – port 4).  

3 leJOS NXJ 

The name leJOS was conceived by José Solórzano, based on the acronym for Java 

Operating System (JOS), the name of another operating system for the RCX, legOS, 

and the Spanish word "lejos".  

The leJOS NXJ [7] is a project to develop a Java Virtual Machine (JVM) for Lego 

Mindstorms NXT, as a replacement of the original firmware of the NXT brick, 

thereby allowing the NXT robots to be programmed in the Java programming 

language, providing extensive class libraries that support various interesting higher 

level functions such as navigation and behavior based robotics. 

Started out as a hobby open source project, by José Solórzano in late 1999, the 

leJOS NXJ has been evolving along the time with new features. Currently leJOS 

Research Team has launched the release 0.7, available for both Microsoft Windows 

and Linux/Mac OS X operating systems. This version includes a Windows installer to 

make installation a breeze for new users. Also, in order to facilitate the tasks of 

uploading the latest firmware into the NXT brick, uploading NXJ programs to the 

NXT brick and converting any Java project into NXT project, the leJOS Research 

Team developed a plug-in for the Eclipse IDE [11], which turn these tasks into a 

children’s play. 

From our personal experience with the leJOS NXJ platform, it proved to be an 

excellent choice, not only for this work, but for any kind of robotic projects using the 

Lego Mindstorms NXT [1], because of all the offers of the leJOS NXJ, like its 

preemptive threads, synchronization, multi-dimensional arrays and its well-

documented robotics API, for example.  

4   Architecture 

In this project we made use of two software architectures: subsumption and client-

server architectures, which are subsequently detailed.  

Subsumption architecture is a methodology for developing artificial intelligence 

robots. It is heavily associated with behavior-based robotics. The term was introduced 

by Brooks [2] (1991), which enforces a hierarchy among behaviors so that some of 

them in certain conditions would inhibit other lower priority ones. A subsumption 

architecture is a way of decomposing complicated intelligent behavior into many 
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"simple" behavior modules, which are in turn organized into layers. Each layer 

implements a particular goal of the agent, and higher layers are increasingly more 

abstract. Each layer's goal subsumes that of the underlying layers. As opposed to 

more traditional artificial intelligence approaches, subsumption architecture uses a 

bottom-up design. 

The choice of this architecture allowed us to address each type of action 

independently in different behaviors and give them a set priority. This allows for 

more organized and alterable code, and avoids problems in the interaction between 

the different behaviors.  

In order to make a better research work, we approached the mapping problem in 

two fronts, both using a subsumption architecture. Basically one using the compass 

sensor and another without using it, where calculations are based on the initial 

position of the robot and its following movements. 

For the first approach mentioned above, we used the subsumption architecture to 

implement a basic navigation mechanism by developing a lowest layer “obstacle 

avoidance”, which corresponds to the rotate (turn around its center) and retreat (drive 

backward) behaviors, and on top of it lays the “environment exploration” layer, 

implemented by a drive forward behavior. Each of these horizontal layers access all 

of the sensor data and generate actions for the actuators – the main caveat is that 

separate tasks can suppress (or overrule) inputs or inhibit outputs. This way, the 

lowest layers can work like fast-adapting mechanisms (e.g. reflexes), while the higher 

layers work to achieve the overall goal. Feedback is given mainly through the 

environment. 

 

 

Fig. 2. Representation of the subsumption architecture implemented for the first approach. 

“Retreat” and “Rotate” correspond to the layer “Obstacle Avoidance” and the “Environment 

Exploration” is implemented by the “Drive Forward” behavior.  

 

For the second approach, we applied a subsumption architecture also based on the 

sensor read values, but this time the behaviors are more independent, given that even 

a behavior with a lower priority will end its turn before another takes place. This 

happens because the conditions that decide the change of behavior are calculated in 

the end of that behavior. All the measures and calculations are merged in order to map 

the environment with all the data collected by that time.   

This approach has two main behaviors, the Measure behavior and the Navigate 

behavior. When on the Measure behavior, the robot rotates 360 degrees and at the 
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same time it measure the distances given by the sonar sensor on the four quadrants. 

When on the Navigate behavior, the robot drive forward a previous defined distance 

(for our tests we used distance = 30 units, where each unit correspond to a unit given 

by the sonar sensor). This way, when we join these two behaviors we get a step-by-

step very reasonable map. 

 

 

Fig. 3. Representation of the sumbsumption architecture implemented for the second approach. 

“Measure” and “Navigate” complement each other even if “Measure” has priority over 

“Navigate”. 

 

This kind of architecture (subsumption) could be implemented by the packages 

provided by the leJOS NXJ, which has an interface (Behavior) and a class (Arbitrator) 

to control the whole process: 

lejos.subsumption.Behavior 

An interface that represents an object embodying a specific behavior belonging to a 

robot. Each behavior must define the following three methods: 

– boolean takeControl() 

Returns a boolean value to indicate if this behavior should become active. For 

example, if the ultrasonic sensor indicates the robot is too close to an object, this 

method should return true. 

– void action() 

The code in this method initiates an action when the behavior becomes active. For 

example, if takeControl() detects the robot is too close to an object, the action() code 

could make the robot rotate and turn away from the object. 

– void suppress() 

The code in the suppress() method should immediately terminate the code running 

in the action() method. The suppress() method can also be used to update any data 

before this behavior completes. 

lejos.subsumption.Arbitrator 

The arbitrator regulates which behaviors should be activated, once all the behaviors 

are defined. 
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The client-server architecture model distinguishes client systems from server 

systems, which communicate over a computer network. A client-server application is 

a distributed system comprising both client and server software. 

Thereby, given the fact that the robot doesn’t have a great capacity for data 

processing, not all the calculations were made by the server (NXT brick). In our 

approaches we needed to send some sensorial data and processed data for a computer 

client application to better analyze and expose that information. The nature of that 

data focus on the orientation angle of the robot (obtained with the compass sensor), 

the distances to the obstacles (acquired by the ultrasonic sensor) and the values of a 

matrix representing what it “sees”, that the robot keeps updating. This process of data 

exchange between different applications was implemented using the leJOS NXJ, via 

the Bluetooth wireless protocol.  

 

 

Fig. 4. The client-server architecture used for communication, by means of the Bluetooth 

wireless protocol, between the computer application (client) and the NXT brick (server).  

 

While the client server offered a wide range of possibilities, as remote controlled 

commands for example, we chose to keep the robot as autonomous as possible. 

Therefore this architecture was used only as a means of reporting observational data 

to the computer for visualization.  

5 Environment Mapping 

Robotic mapping [12] has been extensively studied since the 1980s. Mapping can be 

classified as either metric or topological. A metric approach is one that determines the 

geometric properties of the environment, while a topological approach is one that 

determines the relationships of locations of interest in the environment. Mapping can 

also be classified as either world-centric or robot-centric. World-centric mapping 

represents the map relative to some fixed coordinate system, while robot-centric 

mapping represents the map relative to the robot. Robotic mapping continues to be an 

active research area.  

The environment mapping with the Lego Mindstorms NXT discussed in this paper 

uses a metric, world-centric approach, in order to use the simplest possible mapping 

algorithm. As described earlier in this document, the robot moves forward from a 

known starting point until it detects an obstacle with its ultrasonic sensor which is 

simply avoided by rotating over itself or by driving backward if too close to the 

object. While doing this exploration of the robot’s environment, the NXT brick uses a 



 Environment Mapping using the Lego Mindstorms NXT and leJOS NXJ 273 

80x80 matrix as the representation of the world. A matrix with this dimension covers 

about 4x4 meters of real terrain, allowing for a more detailed representation of small 

spaces, while simultaneously maintaining a reasonable size that the limited memory 

of the robot can support. At the same time, while doing its internal mapping, the NXT 

transmits its traveled distance (determined with the help of the motors tachometers) 

and orientation data (obtained with the compass sensor) to the client application 

running on a computer. 

Therefore, our map is built on the robot in runtime, while exploring the world and 

simultaneously on the client program, since it allows for a much richer map 

representation than the NXT display.  

For the measuring of its own position, the robot registers the value of the 

tachometers and the direction angle from the compass. In each movement the 

compass value is frequently updated in an attempt to reduce odometry errors. As the 

tachometers are much more precise than the compass, this allows the robot to have a 

reasonable precision in estimating its current location. 

Our approach to environment mapping was to use the NXT sensorial data to 

calculate the absolute position of obstacles. The robot has knowledge of its starting 

positions and then uses simple trigonometry to calculate its absolute positions and 

orientations. 

 

Fig. 5. Representation of the principle used for determining the absolute position of obstacles. 

In this right triangle: sin A = a/c; cos A = b/c. 

 

With a bit of trigonometry, the absolute position of the detected obstacles can be 

calculated by using the sine and the cosine trigonometric functions, therefore resulting 

on the following expressions to determine the x (1) e y (2) coordinates of a certain 

obstacle, given the xi and yi coordinates from the previous robot position as well as 

the traveled distance (distance) and orientation (α) of the robot. 

x = xi + distance × cos α . (1) 

y = yi + distance × sin α . (2) 

Thus, the program builds an environment map by calculating the absolute position 

of obstacles using trigonometry, robot ultrasonic sensor readings and previous 

calculations of absolute robot positions and orientations. 

These calculations allow for sweeping an area, as the robot rotates, in each 

iteration marking the walls and free spaces in that direction.  
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Still, the distance sensor and the compass are relatively imprecise, and their results 

are often mistaken. To make the best of these readings, we used a system of 

probabilistic mapping based on the Bayes method. In blunt the calculated value is the 

probability of having a free space in a determined point of the matrix. A low value 

means high probability of there being an obstacle, while a high value represents a 

elevated probability of having walkable terrain. Each time a position is tested, the old 

value is combined with a new one to make an average probability (2). This new value 

conveys the probability of having a free space or an obstacle, and is relative to the 

distance. If a position has no valid value in it, it means that position has never been 

tested before, so we can’t use the previous value to calculate the new one. In that case 

we use a formula where the probability of being occupied is assumed previously (1). 

We logically defined that the probability of being occupied equals the probability of 

not being occupied. 

P(H|s) = (P(s|H) × P(H)) / (P(s|H) × P(H) + P(s|~H) × P(~H)) . (3) 

P(H|sn) = (P(sn|H) × P(H|sn-1)) / (P(sn|H) × P(H|sn-1) + P(sn|~H) × P(~H|sn-1)) . (4) 

These formulas gave satisfactory results and were therefore chosen to be the final 

method. In practice it allows us to take into account diverse factors like distance, 

repetition of results, and softening of reading errors, resulting in a well balanced and 

flexible representation of the map.  

Additionally, while the robot is designed for static environments, probabilistic 

mapping allows it to dynamically react to changes in the environment, like adding 

obstacles or opening new paths. 

All these calculations are adapted to be processed on the very limited resources of 

the robot, which then communicates the final result to the client computer via 

Bluetooth, for real-time visualization of the mapping process. 

6   Results 

Despite its limited sensors, the robotic agent is able to create a sufficiently realistic 

map of its environment.  

 

Fig. 6. Example of an environment map representation. In the left side, the real environment 

and in the right side the map obtained by the first approach.  
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To exemplify the mapping capabilities of our agent, we have some results of the 

MapViewer implemented on the client side, displayed in figure 6. 

For the first approach, the compass sensor is easily affected by magnetic fields of 

nearby objects, and this can lower the quality of the mapping in some places. Another 

fact that limits this approach is the complexity of coordinate all the movements and 

all the angles that the robot (compass sensor) can read, since the robot, in this 

approach can walk to every side in 360 degrees. If the robot gets a wrong read of the 

compass, it will mark the corresponding position with a wrong value too and walk to 

a certain position thinking it is another.  

Each of the small squares in the visualization window represent a position of the 

matrix, corresponding to roughly 4.3 centimeters of real terrain in its side. The red 

points correspond to the trajectory of the robot. The rest represent the probability of 

obstacles at each position. Orange means high probability of free space, decreasing 

into shades of yellow. White means a 50% probability of free space, while lower 

probabilities (probable walls), are represented in shades of gray. Increasingly darker 

grays, represent greater certainty in the position of the walls.  

In general, orange and black spaces will dominate the areas that the robot has seen 

repeatedly or at a close distance, indicating the parts of the map where risk of error is 

lowest. 

However, our second approach, while being less flexible, works without using the 

compass, and therefore has no problem in the aforementioned situation. This way we 

get none of the problems that the compass brings, but we also don’t get the 

advantages, so if the robot rotates too much it will not know and all the following 

values and map representation will not take in account that error. However, if the 

robot keeps its navigation almost without errors, a nice and pretty realistic map will 

be the result of our second approach. 

 

Fig. 7. Example of an environment map representation. In the left side, the real environment 

and in the right side the map obtained by the second approach. 

 

In this approach, we used different measures and colors to specify the probabilities. 

Here, each square represent 10 units, where each unit correspond to a unit measured 

by the sonar sensor. The green spot is the initial position and the red one is the actual 

position. The brighter zones correspond to locals where the probability of being 
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empty is high (white and brighter blues), while the darker zones correspond to the 

occupied places (dark cyan to black). 

 

Fig. 8. Example of an environment map representation. In the left side, the map obtained by 

the first approach, in the middle, the real environment and in the right side the map obtained by 

the second approach. 

 

While we are satisfied with the results, we realize that they could be vastly 

improved by using more powerful sonar and compass sensors. The fact of having only 

one sonar vastly reduces the capacity of analyzing correctly the directions that should 

be taken when facing an obstacle and the real distances to them or to walls. Another 

difficulty was the compass errors. Even though the compass often gives good results, 

a bad read causes a wrong interpretation and correspondingly a false representation of 

the map. 

7   Conclusions 

Environment mapping for real robots is a complicated problem, as the system 

resources are limited and the operation of physical parts (motors and sensors) is 

highly susceptible to errors and imprecision. The inherent uncertainties in discerning 

the robot's relative movement from its various sensors turn mapping into a very 

complex and challenging task. As a matter of fact, a robot can be compared to an 

insect, for which the environment is not interpreted as a map, and they survive only 

with a triggered response (e.g. reflexes). Therefore, it was our goal to provide the 

robot with intelligence in order to combine the information from the past and the 

present, thus creating a good mapping algorithm, and fortunately we achieved that. 

One factor that has contributed to our success was the flexibility of the Lego 

Mindstorms NXT platform associated with the potential of the leJOS API, which 

allowed us to program the NXT in the Java programming language, thereby giving us 

much more control over the robot’s sensors and actuators, manifesting itself by a 

more powerful programming than the one given by the original NXT-G [13] software 

that Lego provides.  

The probabilistic mapping method based on the Bayes’ rule proved to be a serious 

improvement, allowing for flexibility in the creation of the map. The variation of 

probabilities softens the erratic results, progressively creating a better map.  
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The two approaches we used allowed us to have different processes of solving a 

map, and each is advantageous in a certain set of conditions. The first approach is 

more flexible and gives more detailed results, while the second one is more stable and 

less sensitive to sensor errors. 

As future work, since one of the biggest troubles while trying to “solve” a SLAM 

problem are the inaccuracies associated with the measured distance and direction 

travelled, then any features being added to the map will contain corresponding errors. 

In this manner, if not corrected, these positional errors build cumulatively, grossly 

distorting the map and therefore the robot's ability to know its precise location. Thus, 

it would be interesting, in this project’s concern to study techniques to compensate for 

this, such as recognizing features that it has come across previously and re-skewing 

recent parts of the map to make sure the two instances of that feature become one. 

The application in our project of other statistical techniques, such as Kalman filters 

[14, 19] or Monte Carlo methods [15], for instance, would definitely improve our 

work. 
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Abstract. In CiberRato competitions, deliberative agent implementa-
tions commonly use path planning algorithms. This creates the need for
a path following module, which would control the mouse motors and
drive him through a set of calculated waypoints. A common approach is
manually defining a decision tree, where the threshold values and mo-
tor outputs are empirically determined, obtaining a sub-optimal imple-
mentation. We’ve addressed this problem using optimization techniques
based on unsupervised learning. A neural network based solution was
developed through the use of genetic algorithms. Comparative data sup-
porting that this approach surpasses manual decision tree implementa-
tions is presented for waypoint following behaviours. The results achieved
enabled us to conclude that the development platform may be a valuable
tool for CiberRato competition participants.

Keywords: MicroRato, CiberRato, Artificial neural network, Genetic
algorithm, Movement, Optimization, NEAT, Intelligent Robotics

1 Introduction

CiberRato is a set of competitions, held by the University of Aveiro, composed
by a simulation of a virtual environment, in which several agents are located.
The environment consists of a 2D rectangle-like arena, which is populated by
obstacles and one or more targets, each one signaled by a beacon. The virtual
robots are placed in a predetermined starting grid. The competitors must provide
software which leads the agents to accomplish a set of predefined goals[1].

The virtual robots’ morphology is simple. They’re composed of a circular
base, equipped with sensors, actuators and command buttons. Information is
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sent and received through a connection with the simulator, which adds noise to
both the sensor readings and the actuator values[1].

In mainstream competitions, the main goal consists of finding one or more
targets, which are located in arbitrary positions of the map. The score is usually
based on the number of collisions and on the time they take to complete their
tasks.

This environment poses a series of challenges regarding the algorithmic na-
ture of autonomous robot control[2]. World mapping, path planning, waypoint
following, error control and exploration behaviours can be seen as examples of
such challenges.

Most documented agent architectures implemented by the participants of
these competitions include a waypoint following module. In reactive architec-
tures, it can be seen that there is a behaviour which moves the agent in the
direction of a beacon[3]. In more complex architectures, there are several imple-
mentations of various path planning algorithms, which need to be complemented
with a behaviour that moves the agent to a defined point[4][5][6][7].

This shows us that the waypoint following behaviour is widely used through-
out several architectures, and it is present in almost every agent implementation.
This being true, the optimization of this module brings a general increase in most
agents’ performance.

The architectures described throughout several articles[3][4][5][6][7] explain
that the behaviour is usually tuned manually, without the application of an
optimization technique, suggesting that the results obtained are sub-optimal
solutions.

The only actuators available to the agent are the powers supplied to both
left and right engines, represented as real values in the range [−0.15, 0.15]. We
propose that the optimal values can be calculated from a set of parameters
related to the set of waypoints and to the current motors’ power. To determine
the relationship between these two, we suggest a technique based on artificial
neural networks for the optimization of the agents’ movement, when following a
set of waypoints.

First, the algorithmic background of the explored approach will be shortly
exposed. In section 3, the architecture beneath the CiberRato neuroevolution
platform is described, along with some choices like the fitness function that dis-
tinguishes the individuals. Next, section 4 documents the data gathered through
the study, along with its analysis. Finally, in section 5, we will discuss the ob-
tained results, detailing both the manual and the machine learning approaches.

2 State of the art

Improving the waypoint following behaviour performance can be achieved using
reinforcement learning techniques. The application of these methods is attrac-
tive, as there is no need to specify how the task is to be achieved[8].

According to [9], there are two main strategies for solving reinforcement-
learning problems. The first one is based on the search in the space of behaviours,
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trying to find one that performs well. The second approach uses statistic tech-
niques and dynamic programming methods to estimate the utility of each action.
We opted for the first strategy, in which evolutionary algorithms are commonly
used techniques.

NEAT - Neuroevolution of augmenting topologies - is a neuroevolutionary
technique which uses a genetic algorithm for the evolution of artificial neural
networks[10], where both topology and connection weights are evolved.

With NEAT, one needs to design and implement a fitness function that eval-
uates the neural network according to the training goals. As previously stated[8],
this technique requires no knowledge of expected network outputs, topology and
connection weights.

Radi and Poli[11] showed that NEAT halts its network improvement after a
smaller number of generations than other TWEANN4 algorithms, which leads
us to believe that there is no significant gain in evolving a population for a big
number of generations, opting instead for recording several runs of the evolution
process.

3 Approach

Through the application of the NEAT algorithm, we developed neural networks
capable of driving the agent towards a specified waypoint. The agent’s motors’
power values are directly obtained from the neural network’s outputs. This neural
network will be refered to as brain.

The agent’s path following architecture is presented in algorithm 1. The
inputs() method used in line 7 will be discussed in section 3.2.

set target(first waypoint());1

while simulation is running do2

read sensors();3

if on top of target waypoint then4

set target(next waypoint());5

end6

(leftMotor, rightMotor) = brain.activate(inputs());7

drive motors(leftMotor, rightMotor);8

request sensors();9

end10

Algorithm 1: Basic agent algorithm

4 TWEANN: Topology and weight evolving artificial neural networks
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The evaluation of each brain depended on the number of waypoints that
the respective agent could reach within the simulation time limit. For each way-
point reached the agent was rewarded with 1 fitness point. To further distinguish
between agents who have reached the same number of waypoints, they were addi-
tionally rewarded according to the distance covered towards the next waypoint.
This is shown in the following formula.

f = Nw + 1− D(Pa, Pw+1)
D(Pw, Pw+1)

– Nw - number of waypoints reached

– D(x, y) - distance between point x and y

– Pa - final position of the agent

– Pw - position of the last visited waypoint

– Pw+1 - position of the next waypoint

3.1 Evolution platform and server configuration

The evaluation of each brain is made through the use of CiberRato simulator.
In order to reduce the evaluation time of all brains in a generation, we opted
to develop a distributed platform specifically for the evolution and evaluation of
CiberRato brains.

The platform requires the definition of a set of paremeters. First, one must
specify the CiberRato server configuration. Second, the set of labyrinths in which
the brains will be evaluated must also be specified.

Regarding the server configuration, we opted for the standard parameters,
with one exception. The server usually adds gaussian noise to the sensors and
actuators. In our experiments, this noise was disabled. This decision was made
so that this first attempt could focus on the path following problem. An error
correction module could be added in further experiments through the use of
modular neural networks[12], for instance.

3.2 Test and control groups

There were several parameters which could serve as the neural network inputs. To
explore the results that each set of parameters would yield, we designed a set of
test groups comprising several input configurations. These groups’ characteristics
are illustrated in table 1.

Each waypoint is represented by two input nodes to the network, one for the
distance and another for the angle. Motor information requires two additional
input nodes, one for each previous motor power value. The number of inputs
and outputs required by each group is also represented in table 1.

A control group was used, this group implemented a manually tuned way-
point following module — group Upsilon. This implementation is based solely
on the angle between the agent’s direction and the next waypoint.
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Waypoints Motor Input nodes Output nodes

Alpha One No 2 2
Beta One Yes 4 2
Gamma Two No 4 2
Delta Two Yes 6 2

Table 1. Groups’ characteristics

3.3 Tests Description

The agent should be capable of optimizing a series of different movements. It
should be capable of following a straight path without veering, make sharp and
shallow turns clock and counter-clockwise and also reverse it’s orientation. A
set of training maps were devised in order to evaluate each agents’ efficiency
performing these tasks.

To validate the generalization of the resulting networks, there was the need
to create a map in which several patterns could be analysed. The map waypoints
arrangement can be seen in figure 1.

Due to the deterministic nature of the neural network architecture and the
absence of noise, the same simulation run more than once will always yield the
same results.

Fig. 1. Validation (Testing Grounds)



284 H. Peixoto et al.

3.4 Evolution Methodology

The test groups were all evolved using the same parameters. Their population
size was 104 individuals and the evolution process went on for 100 generations.
The other genetic algorithm parameters were left untouched, and the ANJI plat-
form default values were used. There are some settings worthy of notice. ANJI’s
capability to generate recurrent connections in its ANN was disabled, so that the
network complexity wouldn’t be heightened. We propose that the chosen input
values are enough to determine the next simulation state. This being true, the
neural network should need no extra information to provide an optimal mapping
function between the inputs and the outputs.

The initial topology was set as a fully connected network, which is the sim-
plest network in which all the outputs are dependent on every input.

4 Results

When the neuroevolution runs finished, all the champions were placed on the val-
idation course. For each group, the group champion was defined as the run cham-
pion which had the best performance on this map. Their fitness was recorded
on table 2. As described by the fitness function, these values represent, approx-
imately, the medium number of waypoints that each brain reached per training
map.

Fitness

Alpha 7.891
Beta 8.197
Gamma 7.973
Delta 7.895

Table 2. Group champions’ fitness

Group champions were then evaluated on all training maps and their perfor-
mance recorded on table 3. The control group, Upsilon, was also evaluated.
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Testing grounds Map 1 Map 2 Map 3 Map 4

Upsilon 2433 275 273 283 468
Alpha 1653 197 200 200 320
Beta 1714 183 196 197 324
Gamma 1674 187 189 195 320
Delta 1676 189 194 197 325

Table 3. Number of cycles that each group champion took to finish several maps

The fitness evolution was also recorded, as shown in figures 2, 3, 4 and 5.
There are three lines in each graph, representing the minimum, average and
maximum fitness per generation.

Fig. 2. Alpha fitness evolution graph Fig. 3. Beta fitness evolution graph

Fig. 4. Gamma fitness evolution graph Fig. 5. Delta fitness evolution graph
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4.1 Analysis

Observing table 3, it is possible to calculate the average improvement of the test
groups upon the control group. The average improvement is µ = 30.47%, with a
variance of σ2 = 2.5%2 Although the number of samples is considerably small,
the improvement is significative.

From figures 2 and 4, one can observe that both alpha and gamma groups
have a high fitness improvement around the first 50 generations, and little gain in
the following 50. This could be an indication that there is little room for further
optimization. It should also be noted that the gamma group, which uses motor
speed information, has slightly higher average fitness values. This improvement
is possible due to the server’s inertia simulation.

Groups with two waypoints, whose fitness evolution is represented in figures
3 and 5, have a significantly slower progress. While beta group seems to stabilize
around generation 80, the delta group doesn’t appear to achieve a stable position
within the 100 generations.

Improvement gained from the addition of the second waypoint information
is not evident when alpha and beta groups’ average values are compared. Nev-
ertheless, it can be seen that beta groups yielded higher champion values.

As expected, as the neural network base complexity grows, the neuroevolu-
tion development time increases accordingly.

5 Conclusions and further study

Optimization in CiberRato waypoint following behaviours using artificial neural
networks offers significant improvement over manually tuned approaches. Our
results support that there is room for approximately 30% gain in the time spent
following waypoints.

Considering how little the difference between the first and the second place
can be (regarding the CiberRato competition), the improvement provided by our
proposed module may prove decisive, specially when the agent’s architecture is
heavily based on waypoint following.

Although some useful observations can already be extracted from this exper-
iment, further statistical data gathering would allow us to develop a correlation
between the groups’ performance and their network inputs. The number of gen-
erations for which the test groups ran didn’t prove to be sufficient in the delta
(two waypoints with motor information) group. Further study with extra gener-
ations could help determine the stabilization point.

The CiberRato neuroevolution platform, which integrates the CiberRato sim-
ulation system and the ANJI platform, can prove to be a valuable asset in fur-
ther neural network optimization tasks. This will ease the development of further
projects, allowing developers to focus on the design of fitness formulas, training
courses and other neuroevolution parameters.

The presented study can be extended to integrate obstacle detection and
avoidance. This would prove valuable in CiberRato competitions, where mapping
is usually probabilistic — adding extra flexibility to the proposed behaviour.
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Abstract. This work studies the effectiveness of using accelerometers to 

control a service robot. Two modes are proposed, a steering wheel and a 

movement identification mode. The validation platform is an autonomous 

cleaning service robot that still needs a local Human Robot Interface. For 

convenience, accelerometer readings are obtained from the remote command of 

the Nintendo Wii console. The implementation of the Steering Wheel is based 

on a Fuzzy Logic controller and the implementation of the movement identifier 

uses Case Based Reasoning approach upon identified characteristics. Results 

from experimental tests and user surveys evaluate the effectiveness and 

usefulness of the presented approach on low skilled users.  

Keywords: Human-Robot-Interaction; Service Robot; Robotics; 

Accelerometers 

1   Introduction 

With the price of modern day robotics dropping and its usefulness rising, the use of 

service robotics as human-robot working partnerships will become more common. 

The search for robotic autonomy is one of the current trends in order to make the 

robots intelligent and useful to the human society. The notion of usefulness of a 

service robot includes robustness, mission efficiency and the need for efficient 

interfaces to command the robot and treat it as a partner in a working team of robots 

and humans. 

The interfacing device to the service robot should be robust, easy to use and 

preferably inexpensive. As service robotics become more sophisticated, the users of 

the apparatus are likely to become less skilled thus imposing additional importance on 

the easiness of usage of the interfacing device. 
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1.1 Goal of present study 

This paper explores accelerometer readings to command a robot, specifically a 

partially autonomous cleaning service robot. For easiness of data collection, these 

accelerometer readings were obtained by the Nintendo Wii’s [9] remote controller, 

short named “Wiimote” but many other consumer “gadgets” include accelerometers 

such as cellular phones among others (a somewhat long list of consumer gadgets with 

accelerometers is available at [25]) 

1.2 Structure 

After the current introduction, Section 2 deals with related context and research. After 

that, chapter 3 shows details for the actual implementation. Results are presented in 

Chapter 4 that led to the conclusions and future work presented in the last chapter. 

2. Context and related work 

The current chapter will lead to the need to develop the presented work while 

presenting other interesting research. The work presented here was initially published 

in [26] and further information can be retrieved at [2]. 

2.1 Classical Robotic User Interfaces 

Classical solutions for Human Machine Interface use a Graphical User Interface 

(GUI) where the user views commands and often introduces commands through touch 

screen, joystick, mouse and/or keyboards of several kinds [5]. Frequently these 

devices were local and wired to the robot. 

2.2 Modern interfaces and local command and supervision 

Present day autonomous service robots frequently feature some type of wireless 

communication strategy for development, configuration and eventually remote 

operation. These operations are typically done in a desktop, laptop or tablet PC 

frequently using standard Wi-Fi networks that connect to the robot. This type of 

interface is interesting and is typically done at a distance but has its limitations as 

some pragmatic commands benefit from locality with the robot, for instance, in a 

service cleaning robot, a frequent command would be “start cleaning here”. 

As the service robot is put into present day (or near future) exploration, it is likely 

that the human worker that teams-up with the robot (or team of robots) tends to be a 

low skilled person and wants a pragmatic interface to the robot where a few repetitive 

commands can be issued. The robot or team of robots will probably be cost limited 

and have a reasonably high level of autonomy but there is still the need for a human 

supervisor that, besides other tasks, validates the quality of the work done and solves 
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unforeseeable situations like failures, inaccessibilities, etc. Such human worker 

probably does not want to carry a laptop nor other complex, sensible, expensive and 

perhaps heavy device. 

As mentioned before, it is interesting to have a Local Human Robot Interface 

(LHRI) to issue a small number of commands that benefit from locality. It thus 

appears interesting to study the effectiveness of using inexpensive COTS hardware 

and innovative types of interfaces, even if some limitations are recognized. 

2.3 Robotic autonomy and service robots 

As autonomy rises, some service robots may pass on extensive Graphical User 

Interface as Human-Robot communication is less frequent. For an autonomous robot, 

communication needs include changing mission or operation parameters: redefining 

mission goals, operation modes or other internal parameters (and such operations are 

not done frequently). 

Changing a small number of parameters may not require a full featured GUI if 

other interesting interface methods are found. An autonomous Service Robot should 

be aware of the presence of a human and should accept commands coming from that 

person if it is a valid supervisor. Present day service robots make up a team of human 

and robot (or more likely, in future, a team of robots and humans). 

2.4 Target Platform – Service Cleaning Robot 

The presented work envisages a real world application target that is the Service 

Cleaning Robot [1]. This robot is built with great flexibility at interesting costs as 

permanent concerns. It also uses mostly commercial off the shelf (COTS) hardware 

that is intended to produce a suitable performance at a very interesting costs. At 

present time, only one prototype is built but the idea of the project includes studying 

team work of several robots. The prototype is functional and uses wheel chair drive. It 

includes a fully passive cleaning apparatus purchased at a discount store and adapted 

to become an integral part of the robot. The processing platform is a common PC and 

only a limited number of pure distance sensors are available for operation. The project 

is connected to the structured Wi-Fi network and the robot's state can be viewed and 

commands issued remotely. 

2.5 Needs for the LHRI 

Aside from remote operation, the need was identified to have a LHRI for a limited 

number of commands. Such commands would be given by a human supervisor near 

the robot. It appears it would be would be interesting to “wave” commands to the 

robot. The registered needs include easily relocating the robot, starting and stopping 

missions (for example special cleaning of current area), error recovery, etc 

[1][26][14]). These needs benefit from a supervisor close to the robot and this means 

that implementing an effective LHRI is important [21][22]. 
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2.6 Accelerometer background 

An adequate solution is “waving” commands with a “magic wand” that leads to 

registering accelerometer readings over time. With the development of micro electro-

mechanical systems (MEMS), accelerometers are becoming more frequent in user 

grade apparatus (cellular phones, recreational devices, etc). The performance of such 

devices is increasing to deliver devices of higher and higher sensitivity at very 

interesting costs [25][11]. 

Such user “gadgets” offer interesting hardware with very reasonable features and 

some such devices are very easy to work with because little or no hardware 

development is necessary. Of course it is necessary to be able to access to the raw 

accelerometer data easily. 

Returning to the notion of “waving” commands at the robot, it would be interesting 

to have a small, rugged, inexpensive “command stick” with 3D accelerometers, 

preferably with wireless communications and some means of feedback. 

2.7 Wiimote 

The Nintendo Wii console has a revolutionary remote control device (abbreviated as 

“Wiimote”) that is a very interesting solution because it includes a 3D accelerometer 

device and BlueTooth (BT) communications. It can be considered Commercial off-

the-shelf (COTS) as it is widely available at European consumer stores at 

approximately 40€ (2009 pricing). The Wiimote and some of its interesting features 

are shown in Figure 1. 

 

 
Fig. 1. Wiimote internals and defined axes 

 

Another reason for the ease of use of the Wiimote is that although Nintendo does 

not release communications protocols, the user community has been successful in 

reverse engineering portions of the protocols and free and open source interface 

libraries exist. The used library for the presented work is the libwiimote (see 

references section). 
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2.8 The ADXL330 inside the Wiimote 

The particular accelerometer chip used inside the Wiimote is the Analog Devices 

ADXL330 3D accelerometer [3] that has a full range measuring of ±3g, 

approximately equivalent to ±30m.s
-2

. This device is sampled at 8 bits and samples 

sent over BT link at approximately 100 reports per second. 

The ADXL330 inside the wiimote is able to measure motion. The wimote and 

associated accelerometer ADXL330 axes are shown in figure 1. 

The internal workings of the ADXL330 chip may be very briefly introduced as a 

set of micro machined springs that suspend a mass of the same kind; accelerations 

deflect the moving mass and unbalances a differential capacitor that produces 

measurements resulting in an output whose amplitude is proportional to acceleration. 

Negligible aging problems and superior temperature immunity are claimed by the 

maker (see the references section for a link to the datasheet). 

The mentioned workings explain that accelerations applied will be measured but if 

no force is applied, then gravitational force may be measured. Gravitational forces 

will be measurable as about one sixth of the full range of the sensor. 

2.9 State Of The Art 

Service robots are becoming common, even in commercial grades (example: 

“Roomba”) but the configuration and navigation options are very limited and many 

times fully custom built interfaces [8].  

The goal of this paper is to study the usefulness of hand and arm movement 

detection with the Wiimote’s accelerometer; latter on, the accelerometer is also use as 

a wireless steering wheel. 

 The presented ideas may, of course, be adapted for any other types of interfaces 

such as the ones mentioned in [23]. Adapting movement analysis to a given 

application or a given service robotic system is generally a matter of imagination to 

explore additional, not commonly used sensory data that is easily available from the 

Wiimote as general users are not used to using wireless “command sticks”. Some 

authors have previously researched gesture recognition for example using tracks on 

sensitive pads [6], vision systems [20][24] and time of flight cameras [15]. These 

authors explore creation of interfaces on sensible and expensive systems, less 

adequate for a working human to use in the command of a robot. 

[5] and [16] present interesting work where wireless sensors are read and some 

conclusions drawn but the current work extends the mentioned works and presents 

ideas for the platform at hand and additional unskilled user tests. The current work 

also uses different implementation based on Case Based Reasoning and Fuzzy Logic 

for the steering wheel application. 
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3. Implementation 

This work explores the potential of accelerometer readings (taken from the Wiimote) 

as a wireless control structure, exploring a single button and the accelerometers as a 

consumer grade, widely available device featuring robust mechanics, interesting 

hardware, inexpensive, lightweight and easy to interface. 

3.1 Limitations of the Wiimote 

The reader should take into consideration that admittedly using the Wiimote has some 

limitations. The BlueTooth (BT) standard starts by “pairing” two devices together that 

must be done at the start of the communication. Only paired devices can 

communicate. This must be done once whenever a given Wiimote is to control a robot 

(and this must be done with each robot and each Wiimote). The BT standard plays 

well alongside with Wi-Fi networks but the implemented protocol does not ensure 

delivery of all packets, that is, no guarantees about delivering all the reports from the 

wiimote. The wiimote interfacing libraries are having some trouble using the 

loudspeaker included in the wiimote when it concerns to playing more than simple 

beeps. Playing audio samples for user feedback would probably be interesting but is 

presently not possible. The current implementation takes advantage of the features of 

the wiimote thus uses only beeps and LEDs for user feedback. 

Even in the presence of these limitations, the Wiimote is still interesting to use as 

Human Robot interface device, specifically in the part of the accelerometer’s 

readings. 

3.2 Mode Selection 

Current implementation has two modes: wireless steering wheel and movement 

identifier. 

     
Fig. 2: Left: Wiimote as a Steering Wheel;  

Right: User controlling the robot with movements of the Wiimote 

 

In the first place, the controller of the robot was changed in order to integrate 

communications from the Bluetooth communications stack via the libwiimote library. 
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If a Wiimote is detected and the “home” key is detected, then the robot suspends 

previous mission and halts. The user should press buttons “1” and ”2” to awaken the 

Wiimote and then press the “1” button on Wiimote for steering wheel mode and the 

“2” button for movement identifier mode.  

To inform the user of the selections and actions, each selection is followed by a 

single medium pitched short sound. Final mode selection that will lead to action is 

confirmed via a long beep. Erroneous selections activate the rumbler and sound a 

triple short beep. 

3.3 Steering Wheel Mode 

This operating mode allows the user to use the Wiimote like if it was an automobile 

steering wheel and its set of brake and acceleration pedals, in order to control the 

robot’s linear and angular velocities. The control is done by tilting the Wiimote 

forward or backwards and/or leftward or rightwards to increase or decrease the linear 

velocity (υ) and/or increase or decrease the angular velocity (ω), respectively. 

As explained before, if the Wiimote is held still, the accelerometer readings 

determine the direction of the gravitational vector. Using these readings, a wireless 

steering wheel is produced. This usage of the Wiimote is natural and several games 

within the console world use this idea; this idea is so common that the market has 

produced a plastic steering wheel shaped adapter, shown in figure 2 (left). 

To start the steering wheel command mode, a centre position is determined to 

detect each user’s normal way of handling the steering wheel. In this centre position, 

the robot is stopped. This calibration is done once only, at the start of the usage of this 

mode. 

The steering wheel routines implement a MIMO non linear controller that converts 

the readings of the 3D gravitational vector into reference values for the robot’s linear 

velocity υ and angular velocity ω. The conversion process is based on a non-linear 

Fuzzy Logic inference system [7] based on the Mamdani controller architecture [19]. 

This approach is interesting due to the non-linearity associated with the analysis of the 

accelerations on each axis and the difficulty on establishing limits for intuitive 

operation.  

Table 1 presents the rule base for the controller: inputs are the projected 

components of the vector difference from the gravitational vector to the centre 

position and the outputs are the robot’s velocities (υ, ω). NHT represents No 

Horizontal Tilt (horizontal centre) and NVT represents No Vertical Tilt (vertical 

centre). The implemented rules are very simple and easy to tune and create the notion 

that horizontal tilt makes the robot turn (controls ω) and vertical yaw alters the 

velocity of robot (controls υ). All movements are accounted for and it is even possible 

to make the robot turn over himself. 

 

Table 1. Rules for the steering wheel’s Fuzzy Logic controller;  

IF  Forward    THEN υ_Positive; IF  Leftward     THEN ω_Positive; 

IF  NVT         THEN υ_Zero; IF  NHT           THEN ω_Zero; 

IF  Backward   THEN υ_Negative; IF  Rightward   THEN ω_Negative; 
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3.4 Movement Identification mode 

The other working mode implemented in the LHMI was a movement identifier. In 

this mode the tridimensional accelerometer is used to read and save the accelerations 

on each axis in vectors, in order to detect and calculate the characteristics of those 

accelerations that would make it possible to identify which movement has been done, 

from a set of thirteen possible movements – an illustration of this is shown in Figure 2 

(right). 

The movements to be detected are: 

• Linear, single stroke, over a single axis (left, right, up, down, front and back) 

• Repetitive over a single axis (left and right, up and down and front and back) 

• Circular on the xz plane, clock and counter clockwise. 

• Square on the xz plane, clock and counter clockwise. 

The acceleration’s graphic of a linear movement over an axis will be similar to a 

one-period sine wave, due to the inversion of the acceleration at deceleration instant 

(braking instant). All movements have recognizable characteristics. Some movements 

will have more than one instants of acceleration and/or braking, thus the linear 

movements can be differentiated from the others through the number of maximums 

and minimums of their acceleration. The direction of a linear movement over an axis 

can be found analyzing the amplitude of the accelerations maximums and minimums. 

The orientation of that movement can be found through the analysis of the order in 

which the maximum and minimum value appear. 

Samples readings for the registered accelerometers measurements for the 3 axis are 

shown in figure 3 for a clockwise square along the XZ plane. 

Other movements are identifiable by analyzing the mentioned characteristics of the 

signals. 

The Implementation used Case Based Reasoning (CBR) as presented by [1]. This 

method is interesting because it is easy to implement, light weight to execute and easy 

to configure. The motivation behind using this particular method is its simplicity and 

the expectation that with simple one time training it is possible to achieve good 

classification results. 

      

Fig. 3. Sample of accelerometer readings for a clockwise square over the XZ plane. 

To distinguish all the movements, a number of very simple and interesting 

attributes were considered to describe all movements and that are likely to allow 

distinction of all movements: (i) The number of maximums and minimums of the 

acceleration in each axis (components); (ii) The global amplitude of maximums and 

minimums of the amplitude of acceleration 3D vector; (iii) The number of maximums 

and minimums of the acceleration components compared to the absolute value of the 

3D acceleration vector; (iv) The sequence of axis where the components of the 
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acceleration are maximum (over time); (v) The time difference between the samples 

tagged as maximums and the samples tagged as minimums; 

These angles work as pointers to the tridimensional point in which the Wiimote’s 

acceleration is located, and by analyzing the order in which they appear it is possible 

to know what the Wiimote’s trajectory was. 

This mode is an improvement of the steering wheel since the robot will be prepared 

to do a set of complex movements and/or actions that are associated with the 

movement the user does, thus making the mid/high level actions control simpler. A 

detected movement would be able to start high level task such as “follow wall to next 

corner” but implementation is not yet completed. 

4. Results 

The current chapter presents user feedback and numeric analysis of the previously 

presented work, improved and further tested than the work presented in [26]. Please 

note that the users are not the same for all modes. The selected users for the tests are 

all persons without special computer knowledge and all have never handled the 

Wiimote before. They would be comparable to the low skilled workers of a service 

robot. 

4.1 User feedback for the Mode Selection operation 

The mode selection routine is very simple. Initially it was briefly explained to 14 

users. Then the users were asked to rate how hard it was to use: hard, medium or 

simple. 8 users rated it “Easy to use” and the other 6 “medium easy to use”. User 

opinion’s found the rumbler “interesting” and some users wanted more positive 

feedback for the final mode selection. Understandably, common users that have never 

used the Wiimote are not used to hearing feedback as beeps and LEDs from a 

“command stick”. 

4.2 User feedback for the Steering Wheel mode 

The Steering Wheel allowed the user an easy way to control the robot’s movement, 

although it was a little bit hard to stop it due to constant movement, voluntary or 

involuntary, of the user’s hands. To make stopping the robot an easier task it was 

created a threshold around the υ and ω zero values. To ensure that the control is not 

triggered involuntarily, its start and stop is done by pressing one of the Wiimote’s 

buttons: the “A” button. 

Users were asked to rate this control method depending on the difficulty of it use: 

hard to use, medium or easy to use. The results were very interesting since all 14 

users answered “Easy to Use”. 
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4.3 Results for movement identification 

To test the movement identification algorithm it was necessary to compile the case 

base with examples of all the thirteen movements that we want to identify. In order to 

be able to perform a complete test of this algorithm, the movements sent into the case 

base were from only one person. 

The commands were thoroughly explained but no rehearsing of the testers was 

done. As stated before, all users never used a Wiimote before. The results shown in 

the figure 4 prove that the CBR algorithm and the attributes mentioned before can be 

used to correctly identify movements made by the testers. Proof of this is the 

algorithm’s capacity to distinguish the simple movement’s orientation, the capacity to 

distinguish squares from circles and in which way they were done. 

One of the limitations of working with accelerometer readings is that concerned 

users use low velocities that generate low readings that, in turn, may result in bad 

attributes that will make the system answer incorrectly. 

The conclusion from this test is that only up and down and left and right is similar 

for almost all untrained users (over 90% recognition success). This means that this 

input method for untrained user is of limited success except for the one axis, repetitive 

stroke movements. 

 

 

Fig. 4. Correct identification percentage of the CBR algorithm. 

5 Conclusions and Future Work 

This paper studied accelerometer readings as a candidate device for implementing a 

Local Human Robot Interface intended for use with a service cleaning robot. The 

used data was retrieved from the “Wiimote”, a promising COTS device. The Wiimote 

is a feature rich device, containing, among others accelerometers and buttons. Other 

devices could have been used. 

The Steering Wheel uses accelerometers to measure the gravitational vector. This 

mode allows the user to control the robot like if it was an automobile with separate 

speed and turning controls in the wireless controller. The steering wheel has a very 

short learning curve to drive the robot in a demanding environment, like between 
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people working or passing by. Even in this mode, the robot’s sensors are still used to 

prevent bumping into things. This mode was considered easy to use by the users. 

Fuzzy Logic was used in the implementation of the controller. 

The Movement Identifier mode in which the user’s movements are identified 

would allow for a large variety of orders. To identify the movements, a Case Based 

Reasoning (CBR) algorithm was used.  Except for very simple up and down and left 

and right repetitive movements, this method has limited success ratings in recognizing 

the movements of untrained users that have never used a Wiimote. Globally, the 

movement identifier has a 67.7% average success rate on user movements. This 

success rate is for a case base composed of movements from a single person only. 

The global results for using the Wiimote are very satisfactory but additional work 

is needed to conclude some open issues like providing feedback. To improve the 

results, the case base should be expanded and it should be added movements made by 

other people, in order to add greater variety and increase classification rations.  

Possible causes for misclassifications is that some users move the elbow a lot more 

than others and that produces very different measures (example: yawing the command 

left and right is different from translating the command left and right). Also, some 

users are afraid and use low speeds that are difficult to read and classify. 

The overall conclusion is that accelerometers are interesting devices because they 

can easily become part of inexpensive, widely available user gadgets but interpreting 

commands from unskilled, untrained users is a complex task and only the simplest 

commands are useful. 

Future work includes testing new types of movements and adding more both valid 

and invalid training movements to the case base.  

The usage of the wiimote is interesting despite mentioned limitations. Interface 

improvement is probably possible by using multiple Wiimotes or controlling multiple 

robots using one Wiimote. The security of the system can be increased by creating a 

PIN code, composed by a sequence of buttons or a sequence of movements, which 

unlocks the interface. It would also be very interesting to allow the possibility of 

using the Wiimote’s speaker to give feedback to the user about what the robot is 

doing with recorded audio. 
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Abstract. This paper presents an innovative vision “sensor”. The proposed 
method uses a vision system for recognizing distant barcodes. It is ideal for 
Real-Time Self Localization since the proposed algorithm uses light-weight 
processing of the image obtained by a multi-purpose vision system. The choice 
of the marker is discussed and the proposed solution uses the industrial barcode 
standard of Interleaved 2 of 5 to retrieve a measurement of relative position (x, 
y, z). The angle formed between the camera and the marker is obtained from the 
“perspective” of the seen image. The results section discusses the measurement 
data quality for the actual set of experiments. A maximum error of 0.2m was 
achieved for a camera of 1024x768 with a lens viewing angle of 60º and 
markers printed on a 14.8cm x 21cm plain paper for localization on a 4x4m 
world. Typical processing times are between 18 and 25 ms. 

Keywords: Localization, Vision, Real Time Vision, BarCode. 

1   Introduction 

Autonomous mobile robotics is an important research area. True autonomy needs self 
localization, that is, a mobile autonomous system must find its own localization. 
Many real world robotic applications feature a semi-structured environment that is 
mostly unpredictable, possibly dynamic, but where some markers can be placed 
explicitly to allow robustness and accuracy in the complex task of robotic self 
localization. Frequent applications demand that the environment must be adequate for 
both humans and robots as they will share the same environment. This fact places 
constraints on what kind of markers are admissible for localization. Many other 
constraints exist for current day robotic applications like limited on-board computing 
power and Real Time constraints. 

Most current robotic platforms feature vision systems because such systems are 
inexpensive and possess rich sensors from where a number of features can be 
extracted in the same measurement (a single frame from the image stream). Vision 
systems are also intrinsically safe to humans and allow for passive, easy to build 
markers. The task of Real Time image processing creates the need for careful design 
and implementation of the system hardware and the processing application. 
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1.1   Test Platform 

The presented work is part of an experimental platform for a service cleaning robot, 
made of effective but inexpensive parts. The mentioned robot is shown in Fig. 1 and 
features a real consumer grade cleaning apparatus (pushed in front of the robot, 
yellow and black colours); the cleaning apparatus is passive, that is, the brushes spin 
upon the unit being pushed forward. Odometry for such a platform is even less 
reliable than in other applications because of variable friction forces to the ground - 
the spinning of the brushes on the floor causes the robot bump and twist occasionally. 
Self recovery from error situations makes clear the need of uniquely identifiable 
markers for sporadic global localization. 

Fig. 1 shows the “CleanRob” platform. The robot features a differential drive, 
odometry and sonars sensors and a PC motherboard that uses firewire to link to the 
camera. The camera is meant to serve other purposes besides the localization method 
described. The robot is to perform autonomous cleaning missions in the faculty 
corridors that has significant dimensions (200 meters) and many hard-to-distinguish 
corridors (for additional information, visit the project's web site [17]). 

 

 

Fig. 1 Robot with front cleaning apparatus and a barcode sample of A4 size. 

1.2   Objective 

This work presents and characterizes an interesting, inexpensive, robust, and easy to 
implement global localization technique that uses a Real Time (RT) vision system. 
The proposed approach produces localization information adequate for RT self-
localization on real mobile robotic platforms. The proposed methodology identifies 
markers and retrieves their relative (x, y, z) position. If the marker position on the 
world is known, then global localization is achieved. 

The system is to be used by the “CleanRob” test platform presented in the previous 
section. The intent is to have a prototype for a real world autonomous service robot 
adequate for semi-structured environments of large complexity and size. 
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1.3   Structure 

After the current introductory section that describes the test platform and the 
objectives, the second section addresses several works that are interesting and 
comparable to the one presented. The third section builds on the previously presented 
ideas to list some requirements that, in turn, justify the choices made for the marker 
design process and then the actual algorithm is presented. Section four presents actual 
experimental results that lead to the conclusions presented in the following section. 
Finally, some hints for future work are presented in the sixth and last section.  

2   Related Work 

The current section focuses on previous research that is related to (artificial) marker 
self-localization using vision based systems. The general overall goal is to gather as 
much information as possible from the seen image of the marker. The image is 
supposed to allow convenient (fast and real time) processing, robustness to false 
positives and provide accurate data. 

Yoon & Kweon (2001) [15], [16] make use of colour image processing to find 
coloured markers. Scarce data is available about the precision of the resulting 
measurements but the method is tailored for small environments. This methodology is 
interesting because it tries to eliminate false positives by using colour combinations 
and seeks a number of different, identifiable markers. 

A localization technique based on a pair of coloured rectangles is used by Jang et 
al (2002) [10]. The system uses colour processing and controlled pan and tilt to target 
the marker and minimize camera and lens distortions which is said to improve the 
accuracy of the measurements. Some results are shown on a 2.4m x 3m world with 
errors less than 20cm. 

A feasible approach is to use industrial barcode readers to detect presence of 
markers. Distance reading is possible with industrial grade sensors but this technique 
has very limited usage for self-localization purposes as angles are unavailable.  

Jörg et al (1999) [11] does, in fact, make use of barcodes to guide a robot based on 
the recognition but the authors don’t present many results regarding the quality of the 
devised perception system but rather study the methodology of the readings. 

Other approaches for visual markers include using coloured poles (Sousa et al. 
2005) [13], balls, lines, corner lines, etc (Iocchi & Nardi 1999 [8]; Göhring & 
Burkhard 2006 [4]).  

3   System Design 

The proposed goal is to use a vision system to detect and identify markers and retrieve 
relative distance and relative angle of vision to the seen marker. If the camera is on-
board the robotic system and marker’s world position is known, then global 
localization information is available. Localization information has soft Real Time 
characteristics, that is, the usefulness of the information decays over time. 
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3.1   Vision System Hardware 

The vision system is made by an Imaging Source Inc camera that is connected by 
firewire to the main board of the PC that consists in the brain of the robot. These 
cameras are adequate for real time measurements because they use very little internal 
buffering. The actual camera used is a DMK31AF03, with a resolution of 1024 x 768 
pixels black and white camera where each pixel can have 256 grey levels. 

3.2   Marker Design 

Taking into consideration the application mentioned in the first section, the robot is to 
self-localize in a world of relatively large dimensions with a large series of hard to 
distinguish corridors and hallways. The idea of adding localization markers to the 
environment seems an interesting solution for current day real world autonomous 
robotic applications. The design of the marker structure itself must be carefully 
selected in order to solve the problem of localization adequately (Yoon & Kweon, 
2002 [15], [16]). 

Based on the experience taken from the robotic platform presented earlier, the 
marker design should be based on the following identified requirements: passive, 
inexpensive, unobtrusive (thin, etc.), human safe (eye safe, etc.), provide quality 
information, adequate for RT detection using the vision system and for reading with 
low computational cost, easy implementation (high repeatability) and deployment, 
standardized shape, provide robust measurements and allow for “many” different, 
identifiable, markers. 

As mentioned earlier, colour image processing is prone to having problems with 
lighting changes and colour decaying through aging. Real world applications have to 
deal with a variety of lighting conditions ranging from artificial lights to different 
colours of the sun (or sun passing through coloured shades, etc.). 

A large number of markers are essential to make up for possible partial or total 
occlusion on a dynamical world of large dimensions. 

The mentioned issues lead to the conclusion that the marker should simply be a 
printed sheet of paper with adequate Black and White coding. Industrial barcodes may 
be easily shaped in such a way. Such systems use ingenious and proven methods to 
encode simple numeric information that points to a very interesting solution. Ad-Hoc 
barcodes for localization have previously been used by Costa et al. (2001) [3] where a 
radial “bar” code is used in order to produce external localization (position and angle) 
of a number of identifiable robots. 

3.3   Select Barcode Technology 

There are a number of industrial barcode standards available. For simplicity and 
robustness, a well known, unidimensional encoding technique was used as a base for 
the proposed system. The encoding technique is known as interleaved 2 of 5 code (for 
general knowledge see Wikipedia_i2of5 [14]) as defined by ISO/IEC 16390:2007 [9], 
[7] and ANSI / AIM [1], [2] in the Uniform Symbology Specification (for additional 
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barcode knowledge refer to Pavlidis et al. 1990 [12]). The mentioned standard 
encodes a decimal number into bars that are easy to read with a linear optical scanner, 
even in the presence of slight misalignments. The proposed technique achieves dense 
information encoding yet retaining robustness and flexibility. The name of the code 
derives from the fact that each encoded digit uses 5 bars of alternating colour 
(black/white), each of which can be either narrow or wide. The standard also 
stipulates quiet zones, start sequence and stop sequence that allow calibration of the 
size of the bars, thresholds on how to identify narrow or wide bars and still provide a 
high level of immunity to noise and partial occlusion. An example of such encoding is 
shown on Fig. 2 (Fig. 1 also showed a barcode marker placed on the wall). 

 

Fig. 2 Example of barcode showing individual digits for “012345” content 

3.4   Application Strategy 

Some elementary ground rules for Real Time image processing were obeyed in 
developing the measurement application such as zero copy and one pass processing. 
Only after all the processing is done, if time is still available, data is fed back to the 
user screen. 

The goal of the image processing algorithm is to measure accurately and efficiently 
the relative position and angle to the top left of the barcode, as shown in Fig. 3. 

3.5   Image Processing Algorithm 

Vision systems produce a stream of images. In order to map bi-dimensional (u,v) 
image coordinates into real 3D world coordinates, the camera model has to be 
determined. The well known pin-hole camera model (Hecht, 2001 [6]; Gonzalez and 
Woods, 2007 [5]) is used to that purpose. There is also the non linear distortion 
commonly called barrel distortion that has to be modelled. Vision sensing systems 
include intrinsic and extrinsic parameters.  

Intrinsic parameters to the vision system are: resolution, pixel size, focal distance, 
lens centre and barrel distortion. Extrinsic parameters are the position of the camera in 
the 3D world and the associated orientation angles. For simplicity, the camera is 
assumed to be in the origin, viewing axis aligned with x axis as shown in Fig. 3. 
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Fig. 3 Camera axes 

The vision system model parameters were estimated using common calibration 
techniques that involve mapping real points in space and matching points on the 
screen and then optimizing model parameters. 

For real world applications, it is interesting to use (inexpensive) wide angle lens 
that carry important distortion along the image. That distortion is called barrel 
distortion and a sample image is shown in Fig. 4. 

 

Fig. 4 Test image showing barrel distortion (for the actual camera and lens used). 

A few assumptions were made to speed up the barcode search: the barcodes are 
placed in a vertical wall with horizontal stripes, the camera horizontal optical axis is 
horizontal and the camera vertical axis is aligned with world vertical. 

The full algorithm can be summed up as: 
1. Cycle all the configured vertical scan lines to find candidate regions – a 

quiet zone followed by two elementary digits (n1,n2); if found a candidate 
region, then produce temporary additional scan lines for accuracy; for 
each candidate region with marker digits (n1,n2), keep start pixel and end 
pixel coordinates; 

2. Group viable candidate regions into markers – for each of the found 
viable marker numbers (n1,n2), keep only the coordinates of the 4 outer 
corners; 

3. For all markers, undistort the coordinates of the corners; 
4. Calculate angles using pin-hole model and relative world distance and 

position using known marker dimensions; 
5. Estimate angle information; 

Additional information for these steps appears later on, in the current section. 
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The left image of Fig. 5 shows a barcode and configured scan lines (note that scan 
lines are more frequent in the interesting region) and the right image the grey levels 
for a single scan line, including the upper and lower bounds to allow for black/white 
threshold calculations. The actual threshold value is dynamically calculated to allow 
for shadows, etc.. 

 

Fig. 5 Barcode maker and scan lines (left) and grey levels along one scan line (right) 

The used code has a standard minimum quiet zone and a fixed start sequence that 
eases the recognition of a valid sequence of digits. The presented algorithm can be 
extended to accommodate for additional marker digits – to allow for a larger number 
of different marker numbers. 

Once a candidate region is found, the coordinates of the barcode top left pixel (ui, 
vi) and bottom left pixel (ui, vf) are found, the world  position, relative to the camera 
frame, of the barcode left point can be found. New coordinates (utl, vtl) and (ubl, vbl) 
can be found applying the barrel un-distortion formula to eliminate the source of 
error. 
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, where Kb is the barrel undistortion parameter; (uc, vc) is the centre of the lens that 
generates the barrel distortion; pixels of coordinates (und,vnd) make up an undistorted 
image from the original image. 

Using equations (2) the world angles (α, β) of the half lines that start at the camera 
centre and pass over the points Ctl (utl, vtl) and Cbl (ubl, vbl) can be found (see left 
image of Fig. 6). 
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, where Iw and Ih are the image width and height; deq is the distance from the origin to 
the virtual image plane – these three parameters are intrinsic to the vision system. 

The world position for point Ctl can now be found by 
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, where Cs is the marker vertical size (an input to this algorithm). 
 

  

Fig. 6 Perspective of seen marker on virtual image plane (left image) and planes for angle 
estimation (right image) 

To find the relative angle of vision between camera and barcode, “perspective” 
information is used. The planes α and β are defined by three points each: Ctl, Ctr and 
the origin for α and Cbl, Cbr and the origin for β (see right image Fig. 6). 

The intersection of these two planes is a line parallel to the line given by the 
intersection of the barcode plane and the horizontal plane. The angle between this line 
and the x axis gives us the barcode orientation. A vector vl with the same orientation 
as this line can fount by 

βαl vv=v × . (4) 

, where vα and vβ are vectors orthogonal to the planes α and β. 
Finding the estimate for the angle of the marker concludes the discussion of the 

algorithm. 
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4   Results 

This section presents the experiments made and characterizes results. 

4.1 Experimental Setup 

The used setup is based on an Imaging Source DMK31AF03 camera with a resolution 
of 1024 by 768 with 256 grey scale levels. The camera with the fitted lens has a 
viewing angle of about 60 degrees with significant barrel distortion. The markers 
tested are simply sheets of paper with the barcode printed by a common consumer 
grade laser printer. The size of the marker (including mandatory quiet areas) is A5 
(14.8cm by 21cm).  

 

Fig. 7 Application showing 6 barcode markers with A5 size on the test wall 

A partial screen shot from the localization application showing the image seen by 
the camera is on Fig. 7.  

 

Fig. 8 Measurement dispersion for experiments: smallest and lighter arrows are individual 
measurements and intermediate sized blue arrows are the average of the readings; red arrows 
are real world poses. 

Several barcodes are identified, from right to left, code numbers 55, 14, 46 and so 
on. Fig. 1 showed the robot with an A4 sized marker on the wall. To allow for 



 Using Barcodes for Robotic Landmarks 309 

 

efficient data gathering the test landscape has 6 codes and the robot with the camera 
moves to several manually selected poses to gather data form the presented algorithm. 

The robot is carefully hand placed with the help of measuring tools, such as civil 
constructor's laser line generators and a large size angle meter (a custom made 
protractor). Experimental data is obtained by moving the robot whilst the barcodes are 
always in the same position - the wall (as seen in Fig. 7). Each experiment has a 
different known camera position and angle such that barcodes are read at different 
relative distances and angles. For additional ease of interpretation of the data, the 
results are shown in the form of a camera situated at the origin and calculating the 
errors of the several seen barcodes.  

Fig. 8 shows the global distribution of the entire set of results, also room space 
presenting limitations and consequences of the used methodology for data gathering. 

Each experiment has its own robot pose and is 256 measurements were taken for 
each experiment. Each frame can have any number of seen markers but faraway 
markers may become unreadable typically due to the smallest bar of the marker 
becoming invisible. A total in the order of 22000 frames were analyzed and more than 
80000 markers were found and measurements logged. 

4.2 Analysis 

Fig. 8 hints that accuracy for the proposed measurement is interesting. This fact can 
be further ascertained by Fig. 9 that presents the accuracy of the measurements taken 
as a function of the number of detected lines in a given marker measurement. For the 
tests at hand, the z position of the marker is known and is not useful for self 
localization. Some angle information is also available from the perspective of the seen 
image of the barcode. 

  

Fig. 9 Error in X over scan line counts (left) and error in Y over scan line counts (right) 

For all measurements taken, the global accuracy of the proposed methodology is 
very interesting: all measurements have position errors in xx less than 0.2m (over 4 
meters), in yy less then 0.11m (over 3.5 meters). Angle information is not as reliable 
and only 90% of the measurements have errors of less than 20º. 
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5   Conclusions 

The presented work shows an innovative approach for landmark localization. The 
requirements that led to the development of the presented algorithm are discussed in 
detail because they are inspired in the operation of a real robotic testing platform. 

The proposed methodology features inexpensive, unobtrusive, and simple to 
produce markers that carry numeric information. The presented system can handle 
100 unique markers but the ideas presented can be easily extended to larger ranges. 

Two applications were implemented: one produces the markers according to the 
industrial standard of Interleaved 2 of 5 barcode; the other runs in the embedded PC. 
Both applications can run in any common Linux distribution. 

The system is naturally portable to other vision hardware but the used setup is 
based on an Imaging Source DMK31AF03 camera with 1024 by 768 resolution (256 
grey scale levels) that connects via firewire link to a common PC motherboard with 
an AMD Athlon 3000+ MHz CPU. The camera with the fitted lens has a viewing 
angle of about 60 degrees with significant barrel distortion. The markers used for the 
experiments are simply sheets of white paper printed on a regular laser printer. The 
size of the marker (including mandatory quiet areas) is A5 (14.8cm by 21cm). The 
approach taken is to use Black and White image processing that is expected to handle 
well significant differences in lighting situations. 

The test setup was a wall with 6 barcodes and the experiments were made moving 
the test robotic platform. During the experiments more than 80000 measurements 
were logged in an area of about 4x4m and the accuracy was always better than 
±0.2meters. Most measurements (90 % of the times) have accuracy of ±0.1meter and 
±20 degrees. Any number of markers can be identified in a single image.  

Processing times are around 18 ms and rise up to 25 ms when there are many 
barcodes candidates within the 40 scan lines. It is expected that the overall time lag 
from reality to result to be at most 0.07 second which is adequate for a normal paced 
service robot to be usable in real time self localization. 

The proposed approach also detects the number encoded on each marker and by 
knowing the marker’s world position, then, the presented system is able to do Global 
Real Time Self Localization as was stated initially. 

6   Future Work 

The quality of the measurements can be further improved with additional searching of 
the image, of course, at the expense of additional computing power/processing time. 

Several techniques are to be studied further like implementing scan line adaptive 
density, get a better accuracy of the marker envelope using full sub pixel resolution 
and use a lens with a motorized zoom for additional precision. 

Another issue is to study the effect of the rotation of the marker and other angular 
effects on the final accuracy of the measurements as well as the effect of shadows and 
alterations in ambient lighting in the accuracy of the measurements. 

Taking into consideration that the final goal of the proposed approach is 
self-localization, it then appears that changing the marker size and shape will 
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probably impact heavily on the results so it would be interesting to test other marker 
sizes and derive a model for this kind of measurement. Additional work will also be 
dedicated to using data fusion techniques to a set of measurements that include 
various measurements of the approach proposed here. 
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Abstract. Association Rules is a Data Mining technique frequently
used for decision support in market basket analysis, marketing, retail,
and so forth. However, the mining of association rules may generate
large quantities of patterns, complicating the patterns analysis. An ap-
proach that can help the analysis of the association rules is the use of
taxonomies. In this paper we propose a system that uses taxonomies to
generalize association rules and to analyze the generalized rules.

1 Introduction

The problem of mining association rules was introduced in [2]. Given a set of
transactions, where each transaction is a set of literals, called items, an associ-
ation rule is represented like an expression LHS ⇒ RHS. The LHS and RHS
are, respectively, the Left Hand Side and the Right Hand Side of the rule, defined
by distinct sets of items. The intuitive meaning of such a rule is that transac-
tions in the database which contain the items in LHS tend to also contain the
items in RHS. So, the association rules are used to find out the tendency that
allows the user to understand and exploit the behavior patterns of the data. An
example of such a rule might be that 80% of the customers who purchase the Q
product also buy the W product. Here 80% is called the confidence of the rule.

The association rules technique has caught the attention of companies and
research centers. Several researches have been carried out with this technique
and the results have been used by companies to improve their businesses (mar-
keting, insurance policy, demographics). However the use of association rules
may generate large quantities of patterns, complicating the patterns analysis.

An approach to solve the problem of large quantities of patterns, extracted
by the association rules technique, is the use of taxonomies [1]. The taxonomies
can be used to prune uninteresting and/or redundant rules (patterns). In this
paper we propose a system that uses taxonomies to generalize association rules
and to analyze the generalized rules.

2 A System for Exploiting Generalized Association Rules

The problem of mining association rules is to find all rules that satisfy a user-
specified minimum support and minimum confidence [2]. In most cases, tax-
? Thanks to FCT, Portugal (SFRH/BD/22516/2005) and CNPq, Brazil.



316 M.A. Domingues, S.O. Rezende

onomies (is-a hierarchies) over the items of association rules are available. An
example of a taxonomy is presented in Fig. 1. This taxonomy says that t-shirt
is-a light cloth, short is-a light cloth, light cloth is-a sport cloth, etc. General-
ized association rules generate rules that span different levels of the taxonomy.
For example, we can infer a rule that people who buy light cloth tend to buy
tennis (light cloth ⇒ tennis) from the fact that people bought t-shirt with tennis
(t-shirt ⇒ tennis) and short with tennis (short ⇒ tennis).

Fig. 1. Example of a taxonomy.

To make use of taxonomies to generalize association rules and to analyze the
generalized rules, we propose the system ENGAR (Environment for General-
ization and Analysis of Association Rules). This system is a desktop version of
the Web module for generalized association rules, RulEE-GAR, proposed in [3].
It was developed due to the low performance of the Web module in process-
ing big data sets. The system (Fig. 2) is composed for 3 modules: Data Entry,
Generalization and Analysis.

Fig. 2. Architecture of the system ENGAR.

The Data Entry module is responsible for loading the text files containing
the data set, rules set and taxonomies, to be used by the other modules. The
Generalization module is the part of the system responsible for executing the al-
gorithms of generalization of association rules. The current release of the system
uses the GART algorithm proposed in [3]. Finally, the third module contem-
plates the functionality of analysis of the system, where a set of rules, previously
generalized and stored in the system, can be evaluated through some kinds of
analysis, for example, exploring methods [3] (to visualize the generalized rules
expanded, the regular rules that were generalized, and so forth) and quality
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measures [4] (confidence, support, correlation, lift, laplace, etc). In Fig. 3 we
show a screen of the system ENGAR, where we can generalize and exploit the
association rules.

Fig. 3. A screen of the system ENGAR.

3 Case Study

We applied our system in a sales data set of a small supermarket. The database
contained sales data of 3 month. We made 5 partitions of the data set to carry
out this analysis. The partitions contained sales data along of 1 day (32668 rules
generated), 7 days (19166 rules generated), 14 days (16053 rules generated), 1
month (21505 rules generated) and 3 months (19936 rules generated). The rules
sets were generated using the Apriori algorithm with minimum support value
equal 0.5, minimum confidence equal 0.5 and a maximum number of 5 items by
rule. We also asked to an expert to make 18 different sets of taxonomies.

We ran the GART algorithm combining each set of taxonomies with each
set of rules. In Fig. 4, a chart shows the reduction rates of the 5 rules sets after
running the GART algorithm, using the 18 sets of taxonomies, to generalize
each rules set. In Fig. 4, the sets of taxonomies are called “T” followed by an
identification number, as for example: T01. The reduction rates go from 14,61%
to 50,11%.

Now the generalized rules can be analyzed using the system ENGAR and
the results, for example, can be used to change the layout of the supermarket.
For the sake of confidentiality, we can not show other results.
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Fig. 4. Reduction rates using taxonomies to generalize association rules.

4 Conclusions and Future Work

In this paper we proposed a system that uses taxonomies to generalize association
rules and to analyze the generalized rules. The taxonomies can be used to prune
uninteresting and/or redundant rules, facilitating the analysis of large rules sets.

In [5], Li Yang uses parallel coordinates to visualize regular and generalized
association rules. Our proposal is not so sophisticated as the one proposed in [5].
However our system provides other functionalities to exploit and to analyze the
quality of generalized rules, making it one more option to analyze such rules.

As future work, we plan to make the system ENGAR an extensible plug-
in for the Weka Data Mining Software 3. We also plan to validate the system
carrying out other experiments using artificial and real data sets.
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Abstract. This paper proposes an extension to the neuro-symbolic core
method useful when observations are expressed by continuous values.
Some theoretical results are presented regarding the learning process over
these observations. An illustrative example is reported, demonstrating
the problems of the original approach and justifying how this extension
can overcome them. Results of the extended approach on irregular con-
tinuous values (simulating probabilistic data) show similar results to the
original core method on clean symbolic data and point to the validity of
the approach.

1 Introduction

The core method [1], allows the encoding of any logic program into a feed-
forward one hidden layer neural network. This encoding expresses the immediate
consequence operator Tp of a logic program. So, a direct recursive connection
of the output layer to the input layer allows the computation of the result of
any logic program by a neural-network with a feed-forward core. Neuro-symbolic
(NeSy) integration for first order logic was recently achieved [2] with this method.

Knowledge encoding into neural networks was addressed in many works,
including initial work by McCulloch and Pitts [3], knowledge based neural net-
works [4] and work with the core method (e.g. [1], [2], [5]). Today, we believe
that more knowledge based approaches are one of the best ways to improve the
applicability of standard back-propagation learning methods [6] to data mining
and machine learning in general. One of the major advantages of these methods
is their deep knowledge and possible formal description of what can be computed
and learned from observations. From a machine learning perspective, the core
method has already very good results reported (e.g. [7], [8]), namely by achiev-
ing faster convergence and better precision results than standard non-symbolic
neural networks.

Unfortunately, results while applying the core method neural networks to nat-
ural language processing (e.g. [9]) were not so clear: improvements were detected
and reported, but more general use of the method revealed difficult. Namely, it
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was too difficult to express the proper knowledge for this problem: backpropa-
gation learns very fast how to encode easy rules in data. However too specific
rules where easily forgotten during the training process.

Regarding neural-symbolic learning capabilities, the original core method
proposal just focused the logic representation, and a stepwise activation func-
tion [1]. So several studies have been made regarding neural-symbolic learning
capabilities, namely by replacing the stepwise function either by the standard
sigmoid or atan activation functions and using gradient methods (such as error
backpropagation, e.g. [8], [5]).

Recent results by [5], successfully propose a new way to encode symbolic
incomplete knowledge in NeSy networks and improve them with experimental
data. Also, until now, most results have always assumed binary input encodings:
as it was shown in [7], the core method requires specific input encoding intervals,
i.e. encoded rule output may be incorrect when inputs with intermediate values
between TRUE and FALSE are used. In this paper we will elaborate on the
results reported in [5], and conjoin them with the discussion of the problems that
occur when specific probabilistic values outside core method validity intervals are
used. Namely results in the learning speed and capabilities of backpropagation
learning will be discussed. A specific focus will take into account the use of a
probabilistic encoding, and an extension to the original core method will be
proposed.

An illustrative problem will be addressed: learning AND with simulated prob-
abilistic encoding.

2 The Core Method

Let us assume a sigmoid unit, where1:

net = w0 + w1x1 + · · ·+ wnxn,

and
o = σ(net).

In this unit, o is the output, w0 the bias and wi the connection weights for
each input xi belonging to train data observation X. Finally σ(x) is the sigmoid
function:

σ(x) =
1

1 + e−x
.

Generically core method rules are embedded into the network according to
the specification in [1], [8] or [5]. A one hidden layer feed-forward neural network
with a predefined constant ω is used. Each hidden layer neuron can encode an
AND rule. The unit connections are set to ω for positive literals and to −ω
1 This presentation of MLP neural-network learning for the core method will follow

Tom Mitchell’s notation and derivation of the backpropagation learning process in
neural networks [10], that can be consulted for further details.
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Fig. 1. Basic sigmoid, and the effect of some constants on the sigmoid activation func-
tion.

for negative literals. The bias (w0) is set up such that this unit becomes active
if and only if the input of the network coincides with the rules precondition
(typically, ω× (l− 0.5), where l is the number of literals of the rule). If no other
constraints exist, the output layer can simply make an OR of hidden layer units
by setting connecting weights (wi) to 1.0 and bias to 0.0. Parameter ω is used
as a multiplying factor over the predefined weights, to give additionally stability
during neural network training. Bigger values of ω will make the sigmoid more
similar to a step-wise activation function (figure 2), this way, high values for ω
assure the encoded information is kept during learning.

Core method basic encoding can be exemplified with the following program:

A ∧ C 7→r1 F
A ∧ ¬B ∧D 7→r2 F

The network for this program should have as input neurons iA, iB , iC and iD. If
we take, e.g. ω = 5, rule r1 could be encoded by a hidden layer unit with hr1 =
σ(−7.5+5×iA+5×iC) and rule r2 by hr2 = σ(−12.5+5×iA+5×iB+5×iD). Final
output F will simply be encoded by F = σ(hr1+hr2−0). Usually, after encoding,
but before backpropagation learning, all connections are slightly disturbed by
adding some small random noise (e.g. [−0.1, 0.1].).

2.1 Backpropagation Learning in the Core Method Networks

Backpropagation learns the weights wi, by minimizing the squared error:

E[w] ≡ 1
2

∑
d∈D

(td − od)2,
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where D is the set of training examples. So, the perceptron training rule can be
expressed as:

∆wi = η(t− o)xi,

t = c(x) is the target value for observation x and η is the learning rate (usually
0.1). The above training rule is convergent if training data is linearly separable
and η sufficiently small [10]. So, taking into account∇E[w] gradient, the training
rule:

∆w = −η∇E[w] = −η ∂E
∂wi

,

can be used to derive the gradient rules to train one sigmoid unit based on:

∂E

∂wi
= −

∑
d

(td − od)
∂od

∂netd
xi,d. (1)

Regarding learning in the core method, we should notice that by equation
1, learning depends on ∂od

∂netd
. But this introduces a problem when learning with

bigger values of ω. If we look at figure 2 we see that ω is indeed influencing
learning: bigger values of ω make the sigmoid approximate a stepwise function
and make ∂od

∂netd
go near zero, when values of net are bigger than 1.0 (this effect

was observed experimentally in [5]). This is also relevant for the core method
since the usual initialization of parameters is biasing the network and making
harder for equation 1 to update weights (i.e. update will be very small for large
values of net). This may be a good behavior, if we are certain on the rules, but
not advisable if rules need revision/are wrong (e.g. [5]). Indeed, for the following
discussion we should note that there is a learning zone that depends on ω and
on the values of net: in practice, only small enough values of net and ω make
learning possible (or, alternatively, fast enough).

3 Decisions based on distinct continuous values

Traditional error back-propagation in feed-forward neural networks deals with
continuous values. However, traditional logic is based on propositions and on
the truth value of those propositions. So, the usual input for the Core Method
uses a 0.0/1.0 encoding for Boolean values2. We think that, until now, this has
hidden a potential problem when generalizing the Core Method to continuous
inputs on sigmoid neural networks. Let us start by showing that:

Proposition 1 Any logic program with Boolean inputs can be encoded in a sig-
moid neural network.
2 An alternative −1.0/1.0 encoding is also frequently used with the σ(x) = atan(x)

function, namely for easier encoding of negated literals. Without loss of generality,
and for a more usual presentation, we have used the the equivalent sigmoid σ(x)
function.
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Previous results (e.g. [7], [8]) have already shown a similar result. However,
this new formulation will be useful for our discussion because it explicitly takes
into account the value of ω.

Proof 1 Previous results showed how to encode any propositional logic program
inside a neural network with step-wise activation (e.g. proposition 4 in [1]). We
consider a sigmoid neuron active when the sigmoid function is bigger than some
appropriate value α and inactive when the sigmoid is smaller than some value
1−α (where α ∈ [0.5; 1[). Then, for any fixed α, we can make ω as big as needed,
so the sigmoid function will approach the step-wise activation function up to an
value ε. This way, we can make ε arbitrarily small, so that for any given problem
the neurons activate in a way that follows proposition 4 in [1]. •

By conjoining this proof with preceding discussion, we should notice there
is an engineering decision that must be taken when deciding the values to use
for ω. As it was already pointed, backpropagation algorithm can not learn well
enough for big values of ω. On the other side, if ω is too low and the encoded
information is not evident from experimental data, the core method encoded
information will be lost in noise and during backpropagation updates3. So we
must choose suitable ω values to encode our knowledge inside the neural network,
and, simultaneously, allow learning to be done.

Proposition 1 can now be extended for the cases when the input is not re-
stricted to Boolean values.

Proposition 2 Any logic program with conditions over a vector of continuous
values X can be encoded in a sigmoid neural network.

Proof 2 Any condition over a continuous value could be given a logical value by
constraints: Xi > TXi

.
So a sigmoid neuron having an input X, and a predefined ω can implement

this constraint, namely, if we consider a neuron with bias ω × TXi
:

1− alpha < 1
1 + e−ω×(Xi−TXi

)
< alpha.

So (e.g. figure 2),
Xi − TXi

> 0,

will be true iff Xi > TXi .
Let us consider a first hidden layer of such threshold units for all Xi ∈ X,

converting X to each logical value needed by program a P . Then, by proposition
3 During experiments we have observed that -due to the distributed nature of back-

propagation learning-, in some configurations, the already given information can even
be harmful. This happens when backpropagation tries to re-encode (or re-learn) that
information in distinct ways.
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1, we can add a second hidden layer encoding this logic program P using the
logic output of this first hidden layer. •

With this result, we are no longer reduced to the single threshold bias of the
rule neuron and we can have a set of threshold values, distinct for each input.
Additional computational power of the neurons in this first hidden unit can also
be handy for more modular encodings of logical symbols (e.g. for encoding lists).
Moreover, we can increase ω value for the connection to this neurons, in order
to enforce some of the intended mappings (and to make it more stable during
learning) or to reduce them and so concentrate learning on those areas of the
network.

Probabilistic Encoding Proposition 2 is important for problems were we don’t
have a direct way to describe a given object in terms of its explicit features.
Usually, in these cases knowledge is better expressed using probability theory.
E.g. in [9], the probability that some word w being tagged as T was calculated
based on:

pw(T |event) =
freq(event, T )
freq(event)

.

In this equation, freq(event, Ti) denoted the number of times event had
mark T and freq(event) denoted the total number of observations of event. In
this encoding a probability value of, e.g. 0.1, would represent ten observations
per 100 occurrences of that event (e.g. a given word). This is a meaningful value
and could be modeled by some rule related to the presence of T . However there is
a language problem when we talk about probabilistic events in a logical format:
Assume Pb is the probability for a feature b and that Pc is the probability for
an independent feature c. If we know that a is the logic consequence of both b
and c, we can write:

a← b(Pb), c(Pc). (2)

According to this equation, if both b and c are probable enough to hold, i.e.
P (x) ≥ Tx then we should expect a to also hold. However, due to statistical
independence, Pa = Pb × Pc, i.e. the minimal value for Pa to hold is Pa

min =
Tb ×Tc, a value that should be in the non-accepting region of the usual T ≥ 0.5
core method perceptron (e.g. if Ta = Tb = 0.2, but Tc = 0.6, then the independent
event has Pa = 0.12 < Ta). In this case, it might not be advisable to change the
threshold of all the inputs by using the bias of the hidden neuron (i.e. either there
is an error in considering a and b FALSE or an error by considering c TRUE).
So, there could be a problem when representing this probability knowledge for a
neural network using the original core method. I.e., we may be interested in the
logical consequence of two events considered true, and not on the probability of
its joint occurrence. In this cases we should use the encoding proposed as a result
of proposition 2, so the decision surface of the core method perceptron can be
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initialized according to the intended logical consequence function of individual
threshold values Tb and Tc.

4 An Illustrative Example while Learning an AND

1HL– Original Core Method 2HL– Extended Core Method

Fig. 2. Initial core methods neural networks, before training and initial weight distur-
bance.

For better illustrating the described problem, a simple C ← A ∧ B rule was
encoded in a feed-forward sigmoid based neural network with two inputs (A and
B) and a single output (C). According with the original core method, a neural
network with a single hidden unit was defined. We set ω = 5.0, so this unit
had the two initial weights (one for each possible value of input) also set to 5.0.
However the initial bias on all these networks was set to −9.5 (i.e. a slightly
higher bias that assumes T ≥ 0.9). This hidden unit was then connected with
the single output layer unit (C) with initial weight set to 1.0. The neural network
is represented in figure 2 – 1HL.

For this example two datasets were built simulating different threshold values
over the AND truth table: one had input TRUE values encoded as 0.4 and in
the other TRUE was encoded as 0.9. Output TRUE values were always encoded
as 1.0 and all FALSE values were encoded as 0.0.

A second neural network (represented in figure 2HL) was also built according
with proposition 2: a first hidden layer was added between input layer and the
original hidden layer. As described, this layer implements the threshold detection
for the 0.4 encoding. This layer has two hidden neurons (one representing each
input neuron), connected with initial weight of 5.0 to the neuron that is being
mapped and with 0.0 to the other neuron. Initial bias was set to −1.5 (i.e.
TX ≥ .3, with ω = 5.0). Finally weights in 1HL network were randomized
(between −0.1 and 0.1), to provide a control case (RND network).

The three neural networks were trained with standard backpropagation method
(η = 0.2). Learning stopped when error variation was smaller than 0.01. An ini-
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tial disturbance of 0.1 was added to all networks. During training a weight dis-
turbance of 0.05 was done every 100 iterations. The SSE values for all networks
during the train process are represented in figure 3. Several other experiments
were also preformed with similar results. E.g., we should point that for the more
standard bias of 7.5 (i.e. T ≥ 0.5) a similar behavior was observed when TRUE
was encoded as 0.25. Namely the initial core method network revealed itself
much more sensible to noise than the network derived from proposition 2.
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Fig. 3. Train error for learning an AND with four distinct encodings.

5 Discussion and Conclusions

The standard core method neural network on the 0.4 dataset (0.4 1HL) didn’t
converge in more than 100000 iterations4. We should also mention the impor-
tance of setting ω to appropriate values in 0.4 2HL network. Indeed, the first
hidden layer value for ω was first set to 1.0. However then, although the net-
work was still faster to learn than the control (RND) network, a much bigger
sensibility to the initial bias in the first hidden layer was detected, with conver-
gence only starting around iteration 500 and 0.1 SSE achieved around iteration
1000. When ω = 5.0 the behavior was more stable, and even if wrong initial bias
4 This was due to the noise added every 100 iterations. But even if jog weighting is

eliminated, 0.4 1HL network only starts convergence around iteration 5000.
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were given (e.g. 0), the backpropagation quickly found the correct bias values.
Moreover, if we set ω to 10.0 the behavior of 0.4 2HL is indistinguishable of 0.9
1HL.

This small example shows how sensible the initial core method proposal
may be, when appropriate distinct continuous input conditions exist. Indeed
we should notice that 1HL network is much worse than the control (RND)
network on this peculiar case. Even minor weight changes can condition the
proper convergence of this network. From what we have observed the correct
initial knowledge encoded into the network was unused and made learning al-
most impossible for backpropagation algorithm. From ongoing experiments we
have noticed this effect to become even worst in real scenarios.

This result is clearly demonstrating the need of additional computational
structures for helping the network to find the truth values when inputs are
sent as continuous irregular values. It should be stressed that this was not a
theoretical example. Indeed there are many cases (as, e.g., the one mentioned
in [9]) where the additional information encoded in probability values is needed
for the system to perform properly. The main problem was that, although this
information should be provided to the neural network (so that it could learn
other relations with on free neurons), it was then difficult to encode the symbolic
knowledge into the network.

The solution presented by proposition 2 is quite valuable in these terms, since
it allows the network and training algorithm to protect encoded knowledge from
random fluctuations in data. Also the setting of ω values revealed itself as a
quite powerful tool to help in optimizing and even directing learning effort into
the appropriate areas of the network. Indeed, the author is now convinced that
we are now approaching the point were Neuro-Symbolic integration is starting
to prove its capabilities for general machine learning problems. The general per-
spective is that neural network programming and tuning for known knowledge
is now increasingly possible while still keeping the network open to learn other
information contained in training data.
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Abstract. The popularity of computer networks broadens the scope for
network attackers and increases the damage these attacks can cause. In
this context, any complete security package includes a network Intru-
sion Detection System (nIDS). This work focuses on nIDSs which work
by scanning the network traffic. We present a service-independent pay-
load processing approach, based on histogram representation, to increase
detection rates in non-flood attacks. We implemented three different op-
tions combining histogram representation and fixed width clustering al-
gorithm for anomaly detection, and compared them to a sysstem based
on packets’ header information, another system based on ad hoc payload
processing and our previous general payload processing proposal. The
new options outperformed the previous ones; they detected efficiently
most of the attack types. Moreover, the proper integration of the knowl-
edge of the different techniques, payload-based and packet header-based,
always improved the results. This work leads us to conclude that payload
analysis can be used in a general manner, with no service- or port-specific
modelling, to detect attacks in network traffic.

Key words: Intrusion detection systems, unsupervised anomaly detec-
tion, payload, histogram, AUC

1 Introduction

There has been a huge increase in the use of computer networks. This fact
broadens the scope for network attackers and increases the damage these at-
tacks can cause. Network attacks affect the security of the information stored
on computers connected to the network and its stability. Therefore, it is very
important to build systems that are able to detect attacks before they cause
damage. Any complete security package includes a network Intrusion Detection
System (nIDS).

The detection of network attacks can be done by human analysis or auto-
matically. The detection by human analysis requires memorisation, looking up
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description libraries or searching sample collections and it is not effective; it is
too time consuming and subjective. As a consequence, in order to successfully
confront the problem, the security systems require automated and robust nIDSs.
In this sense, a very popular option is the use of data mining techniques, mainly
trained on labelled data, to detect attacks. We can find in bibliography three
main approaches for nIDSs. The first two are misuse detection approach [11] and
anomaly detection approach [26]. Due to the problems the previous approaches
have, a third one appeared: unsupervised anomaly detection [18]. Usually the
best option is a combination of some intrusion detection systems. For example,
a flood detecting firewall could first filter most flood attacks; a signature-based
IDS could then be used to remove the known attacks and unsupervised anomaly
detection could finally focus on detecting the unknown attacks.

The characteristics of the attacks change depending on the kind of attack and
as a consequence, the suitability of a tool to detect them will also change. Most of
the flood attacks can be successfully detected by scanning the TCP/IP headers
of network packets but this information is not enough to detect most of the non-
flood attacks. It is nearly impossible for systems to use traffic models to detect
User to Root (U2R) or Remote to Local (R2L) attacks because the intruder
only has to send very few packets (often, a single one is enough). R2L and U2R
attacks can lead to catastrophic consequences because they are actually the only
ones that allow the intruder to obtain complete control of the attacked system. In
this context some authors propose the use of another source of information: the
transferred information or payload. The features of the payload vary depending
on the kind of network connection and service. As a consequence, most payload
based IDSs we can find in bibliography are service-specific [10][25][12]. These
service-specific methods are very context dependent. That is to say, as they
are moved to machines offering different services or as new services appear, the
system will need to be rebuilt. In this context it would be important to be able
to build a system that is able to work in any environment independently of the
kind of services or machines.

The aim of our work is to contribute to build efficient and context indepen-
dent nIDSs. In a previous study [17] we proved that information obtained from
general payload processing is useful to detect non flood network attacks in an
unsupervised anomaly detection context. But we wanted to go further and the
purpose of this work was to answer the following questions. Can general payload
processing be more efficient than some specific payload processing for intrusion
detection in an unsupervised anomaly detection context? and can this be done
in a computationally efficient way?

To answer to our research questions we processed the payloads as byte his-
tograms and used histogram comparison methods [20] to compare different pay-
loads. We used clustering as anomaly detection technique and compared the re-
sults achieved with our system, general payload processing, to the ones achieved
with specific payload processing. Based on previous experience, we combined
results obtained from payload analysis with the results obtained from packet
header analysis. The results showed that representing the payload as byte his-
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tograms and using histogram comparison methods as distances for clustering
builds efficient anomaly detection systems for network attack detection. Fur-
thermore, they can be used to complement techniques based on packet header
analysis, since the combinations tried always improved the results.

The paper proceeds to describe in Section 2 the main automatic approaches
used to build IDSs. In Section 3 we describe the approximation we used in this
work for outlier detection. Section 4 is devoted to describing the histogram signa-
ture based approach we used to process payload without any context knowledge.
In Section 5 we present the schema of the proposed system. The paper contin-
ues in Section 6 where we describe the data used in the experimentation and
we present experimental results in Section 7. Before the conclusions Section 8 is
devoted to a short discussion. Finally, we summarise in Section 9 the conclusions
and further work.

2 Main approaches for IDS

We found in bibliography three main data mining based approaches for intru-
sion detection: misuse detection, anomaly detection and unsupervised anomaly
detection. In the misuse detection approach, which is used in systems such as
MADAM/ID [11] the authors use machine learning techniques on labelled data:
the classifier learns from a set of labelled connections, where there is normal
traffic and attacks, and in subsequent uses it recognises known attacks. These
methods have two main problems. On the one hand, it is very difficult to obtain
completely labelled network traffic and, on the other hand, they can not solve
the zero-day problem and as a consequence, the new attacks will always succeed
in damaging the system. They need to be revised each time a new kind of in-
trusion appears and this happens every day. Nevertheless, the primary objective
will be to detect the first occurrence of intrusions and prevent it from damaging
any victim.

Warrender, Forrest and Pearlmutter wrote a survey [26] of IDSs based on
anomaly detection approaches. This method profiles normal network traffic be-
haviour and successfully detects attacks when the observed traffic deviates from
the modelled behaviour. In anomaly detection approach, classifiers learn how
normal traffic behaves and any anomalous connection is considered to be an
attack. As a consequence, if the engineers do not model all the kinds of normal
traffic, the systems will have high false positive rates. Moreover, in real environ-
ments it is not usual to have purely normal data and these approaches need it
in order to model just normal traffic. If any attack is left in the hypothetical
purely normal data, this attack will be learnt as normal traffic and the IDS will
never produce an alert related to it.

Due to the problems the previous approaches have, many researchers are
working on a third one: unsupervised anomaly detection [18]. It does not need
purely normal data and it uses unlabelled data, which is easy to obtain. This
option works under the assumption that the volume of normal traffic is much
greater than the traffic containing attacks, and, furthermore, the intrusions’ be-
haviour is different from normal data’s’ behaviour. Under these assumptions the
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intrusion detection problem can be confronted using outlier detection techniques.
This approach can be used as a stand-alone system, or, even more effectively, it
can be combined with a misuse detection or anomaly detection process.

Unsupervised anomaly detection methods are inadequate for detecting flood
attacks because these kinds of attacks usually need to send a large number of
packets in a short time and as a consequence they will naturally form large
groups that will not be detected as anomalies. Nevertheless, flood attacks are
easy to detect and some authors achieve high detection rates by simpler systems
that scan network traffic or analyse headers [15]. Although it is long since the
fist anomaly detection approaches appeared, it is still a successful approach
being used in many systems. An example of the use of this methodology is
the number of papers mentioning it in the last conference in Recent Advances
in Intrusion Detection RAID 2008. Ashfaq et al [1] for example presented a
comparative evaluation of 8 lately developed anomaly detectors under portscan
attacks from the accuracy, scalability, complexity and detection delay point of
view. The authors built two independently collected datasets for the evaluation,
both of them including packet header information since all the evaluated systems
are based on this information. On the other hand, Dagorn presents in [2] an
anomaly-based intrusion detection system for web applications and Rehák eta
al [19] present a way to improve error rate in anomaly detection by collective
trust modelling.

3 Detecting outliers

As we mentioned in previous section, unsupervised anomaly detection strategies
can be formulated as outlier detection problems [6]; they usually build prob-
abilistic models of the data that will help them to decide whether or not the
connections are attacks. We concretely used clustering as a tool for anomaly
detection. We first performed the clustering over the points in the feature space,
the connections, and assigned a score to each cluster based on its size. Then we
scored the examples in each cluster based on this score, and we used this score to
determine the degree of anomality of the example. We labelled the points with
lower scores as anomalous. Although many clustering algorithms could be used,
based on the experience of other authors [4][13], we selected the fixed-width clus-
tering algorithm [4], also known as the leader algorithm [21]. The fixed-width
scales linearly to the number of examples of the database and the number of
clusters. This algorithm does not accurately fit to databases with clusters of
different sizes; it over partitions the largest clusters. Nevertheless, in the unsu-
pervised anomaly detection context we are interested just in the small clusters,
so this drawback of the algorithm is not a real problem.

4 Payload processing

TCP/IP headers of the packets detected on the network traffic can be easily
processed because the format of these headers is well-known. On the contrary,
payload processing is a difficult task because its format in a packet depends on
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the application and used protocol. Moreover, many protocols have fields where
any kind of data can be stored. Some authors solved this problem by performing
the data processing in a specific way for each service [10][25][11]. This option has
many drawbacks: it works for a reduced set of connections, the used protocol is
not always known and new services are not automatically treated. The selected
payload processing method needs to be helpful to detect attacks, but, it also
requires having some other characteristics such as:

1. Not requiring human intervention. That is, to be automatic.
2. To be service-independent, and, as a consequence, usable in different envi-

ronments and adaptable to changing situations. That is, to be general.
3. To be computationally efficient.

It is not easy to build a system with all the required skills; it seems, on the
one hand, that more complex or computationally expensive systems would better
model the payload. On the contrary, payload data can generally be seen as a
sequence of bytes, so in a previous work [17] we already processed it regardless of
the kind of service or port, based on byte frequencies and sequence comparison
techniques. In this work we processed the payload in a very simple and efficient
way: as byte histograms or 1-grams. We represented the ASCII characters (0-255
bins) in the x-axis and their frequencies, normalised with the payloads’ length,
in the y-axis.

Histogram comparison methods

Histogram comparison is an important field in pattern classification and data
clustering. As a consequence there are many approaches to calculate distances
or similarities between histograms. Some approaches propose distances for or-
dered histograms. Strelkov presented in [22] for example a distance based on
the closeness of positions and shapes of peaks in the compared histograms. This
peak matching measure mainly moves one histogram relatively to another in
its inner compute. This kind of distance requires ordered histograms, i.e., the
neighbour bins on a histogram need to contain related information. In our case,
the histograms are nominal. When processing payload the bins correspond to
ASCII characters which are independent from each other. We based our re-
search mainly in the work of Serratosa and Sanfeliu [20]. They propose the use
of signatures, a loss-less representation of histograms, to calculate distances be-
tween histograms in an efficient way. The signature is a vector that contains
the non-zero bins of the corresponding histogram and x-axis indexes for the
saved bins. Thus, the signature does not lose information. For each payload
(Pl) corresponding to each of the network connetcions we built an histogram
H(Pl) = [H1(Pl), ...,HT (Pl)] where T is the amount of different discrete val-
ues, 256 in our case, and, Hi(Pl), 1 <= i <= T are bins (frequency of the
byte i in the payload Pl). Let S = [S1(Pl), ..., Sz(Pl)] be the signature of the
set Pl. Each Sk(Pl), 1 <= k <= z <= T , is composed of a pair of terms,
Sk(Pl) = {wk,mk}. The first term,wk, shows the relation between the signa-
ture S(Pl) and the histogram H(Pl). Thus, if wk = i then the second term,
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mk = Hi(Pl) where mk > 0. To compute the distance between two signatures
they need to have the same length. The authors propose the use of extended
signatures: a signature with the minimum number of empty bins added so that,
given a pair of signatures to be compared, the number of bins is the same in
both of them. Moreover, each bin in both signatures represents the same bin
in the histograms. Once we got the extended signatures we computed the dis-
tance between two histograms using Euclidean distance, or using the nominal,
Manhattan, or the ordinal, Landmover, distances proposed in [20].

1. The Manhattan distance between two histograms is the number of elements
that do not overlap.

Dnom(S(A′), S(B′)) =
z′∑

i=1

∣∣∣mA′
i −mB′

i

∣∣∣
2. The Landmover distance between histograms is the minimum number of

unit-bin movements needed to transform one histogram to the other. This
distance takes into account the sky-line of histograms and can be seen as a
way of comparing smoothed histograms [23][8].
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5 Schema of Intrusion detection process

For clarity, in this section we summarise the steps of the payload based intrusion
detection tool we propose. Figure 5 shows a schema of the process. Once net-
work data is collected we divide it in two main parts: the connections headers’
information on the one hand, and the transferred information or payload on the
other one. We processed the TCP/IP headers information to obtain a tabular
representation with intrinsic variables and traffic variables and obtained byte
histograms from the payload part. In next step we applied fixed width cluster-
ing algorithm to both parts: combined with Euclidean distance for the headers
information and combined with the histogram based distances defined in Section
4 for payload. The output of each clustering process was a different partition.
Finally, we combined the scores and obtained the final value for each connection.
These scores will be the ones used to determine the degree of anomality of the
connection.

6 Data generation

It is difficult to obtain labelled data or a database with purely normal data for
network traffic. This makes difficult the evaluation and comparison of results
of intrusion detection systems; unsupervised anomaly detection techniques do
not require labelled data to work, but they need it so that the system can be
evaluated. We wanted to generate comparable results and we decided to use
some standard data such as Kddcup99 from the UCI repository [9]. Kddcup99
was built from the DARPA98 dataset [3], which was generated by the Infor-
mation System Technology Group (IST) of the Lincoln Laboratory of the MIT
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Fig. 1. Schema of the proposed Intrusion Detection System

with the collaboration of DARPA and ARFL. They built a network to simulate
a real situation of network traffic containing normal traffic and attacks. They
used Tcpdump [7] to sniff the network and stored all the packets belonging
to network traffic in a tcpdump file. Lee generated the UCI format Kddcup99
database identifying connections and aggregating information belonging to them.
Each connection has three kinds of features: intrinsic variables (those obtained
by examining the packets’ TCP/IP structure such as protocol, length, urgent
bit); traffic variables which take into account header information of preceding
connections contained in a window of some specific size; and, finally, content
variables obtained by examining the payload of some particular services, such
as number of failed logins, number of file creations, etc.. KddCup99 database
processes a huge amount of information from DARPA98 dataset and stores it in
a format suitable for most machine learning algorithms, but, it does not store
the original payload information. The only payload based information it keeps
is in the content variables. This is obviously not a general solution.

We reprocessed the DARPA98 database, based on Lee 1999 and using Bro
[16], to add information from the original DARPA98 to Kddcup99 database. In
this new database, each connection will have the intrinsic and traffic variables
of Kddcup99 added to all the payload data corresponding to it. The aim of this
work was to replace the information the content variables provide by automatic
payload processing.

Due to the huge size of the original Kddcup99 database (about 5,000,000
connections), most authors performed their experiments using a sample of the
original dataset. This sample contains about the 10% of the connections. Sim-
ilarly, we extracted a stratified sample of about 10% of the size of the original
one. Since our goal is to find the non-flood attacks, and the DARPA98 is over-
loaded with flood attacks, we filtered all the flood attacks in the dataset. Thus,
we worked with a database of 178,810 examples, where 3,937 examples belong
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to intrusions of 27 different kinds. We show in the first two columns in Table 1
the information about the kind of attacks and their frequency.

7 Experimental results

In a previous work [17] we proved that the payload on its own could be used to
detect intrusions. In this work we evaluated the performance of the histogram-
based payload representation and the three distances described in Section 4.
As first approximation we used just the payload information to build classifiers
based on the methodology described in Section 3. We built models of the system
using fixed-width algorithm for 7 different options:

1. The specific content variables defined in Kddcup99 (C).
2. Three options experimented in our previous work [17].

– Payload treated as sequence of bytes and compared with NCD distance
[14](NCD).

– Payload represented with the 30 most frequent bytes. We treated each
byte as independent variable and used Hamming distance to compare
payloads. We called this option MFN (Most Frequent Nominal).

– Payload represented with the 30 most frequent bytes and considering it
a sequence where the position of each character influences the distance.
We called this option MFO (Most Frequent Ordinal).

3. Three options for comparing histograms described in Section 4
– Euclidean distance (HE).
– Manhattan distance (HM).
– Ordinal distance (HO).

We experimented with the whole database, that is, normal traffic data plus
data from 27 different kinds of attacks. We evaluated the results based on the
ROC curves and the Areas Under ROC Curves, or AUC values, obtained [5].
To compute the ROC of just a single attack type, we ignored the examples
belonging to other attack types. For each option we present detection rates of
each type of attack separately, minimum AUC achieved with each model and
weighted average —taking into account the number of attacks of each type— of
the achieved AUC. We also generated and included results obtained using just
intrinsic and traffic variables (IT) as baseline.

The rows in Table 1 belong to differend attack types whereas the columns
belong to different systems. The second column in Table 1 shows the number of
examples of each type of attack we find in the database, the third one shows AUC
values achieved using packet header information (IT) and, next seven columns
show the results achieved with each methodology based only in payload infor-
mation.

In general terms, the first conclusion that can be drawn from this processing is
that although no context knowledge is used and simple processing is performed,
the six options for modelling payload in a general way (NCD, MFN, MFN, HE,
HM, HO) are able to differentiate between normal traffic and intrusions and
besides, the three options we proposed in this work, HM, HE and HO, achieved
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the highest average AUC values, they did it even better than the model built
with data obtained using context specific knowledge for processing payload (C)
or the packets’ header information (IT). Besides, the row with minimum AUC
value for each option shows that mainly two of the options are more interesting:
HM and HO. They achieved AUC values of 0.69 or bigger for all the kinds of
attacks. The rest of the options have minimum values smaller than 0.5 which
means that for some kind of attack they achieved worse results than a random
classifier would.

Different techniques showed the ability to detect different kinds of attacks,
and based on previous experience, we knew that it is possible to integrate the
knowledge of the payload based techniques and the packet header based tech-
nique to improve the original results. Thus, we combined by averaging scores [17]
the results obtained with Intrinsic and Traffic variables (IT), with the results
obtained with Content variables on the one hand (IT+C), and, with results ob-
tained with HM and HO (IT+HM+HO) on the other hand; the best two options
of histogram processing. The combinations contributed to increase the overall
AUC values in both cases. The combination of IT, HM and HO is the one that
achieved the best results with average AUC of 0.955 and minimum AUC value
of 0.89.

8 Discussion

The experimentation presented in previous section proves that a general payload
processing methodology, histogram representation, is more efficient than the
specific payload processing done in Kddcup99 [12] for intrusion detection in
an unsupervised anomaly detection context. The proposed payload processsing
options were able to detect more attacks in both cases: when used on their
own and when combined with the information of intrinsic and traffic variables.
And besides, the proposed options are not computationally expensive since they
require simple mathematical operations.

The payload of different network connections can be very different. The trans-
ferred information usually depends on the kind of service, and, as a consequence
there are few works where the payload is used to model network traffic and de-
tect the possible intruders. When payload is used with this aim service-specific
approaches are developed. For example Krügel Toth and Kirda [10] presented a
work that focuses on R2L attacks and uses service-specific knowledge to increase
the detection rate of intrusions. They implemented a prototype that can process
HTTP and DNS traffic although they only presented results for DNS. Wang,
and Stolfo [25] based their work on profile byte frequency distribution and they
computed the standard deviation of the application-level payload flowing to a
single host and port during a training phase. They used the Mahalanobis dis-
tance during the detection phase and if the distance exceeded a certain threshold
the system generated an alarm. This model is also host- and port-specific and
conditioned by the payload length. In a different context, Wazumi et al. in [24]
also processed the payload as byte histograms for early worm detection. But
they did a different work since, instead of concentrating in the reduction of false
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Table 1. Attack detection rates for different models

attacks IT C NCD MFN MFO HM HE HO IT+C IT+HM+HO

anomaly 9 0.76 1 0.88 0.35 0.74 0.98 0.64 1 1 0.96
dict 879 0.76 0.99 0.82 0.64 0.83 0.93 0.92 1 0.95 0.95
dict simple 1 0.65 1 0.81 0.69 0.83 0.98 0.99 1 1 0.96
eject 11 0.76 0.98 0.82 0.8 0.8 0.99 0.35 0.98 0.98 0.96
eject-fail 1 0.99 0.8 0.48 0.99 0.58 0.95 0.95 0.97 1 0.96
ffb 10 0.8 0.85 0.88 0.72 0.93 0.95 0.65 0.96 0.93 0.95
ffb clear 1 0.65 1 0.81 0.71 0.67 0.99 0.97 0.96 1 0.95
format 6 0.79 0.75 0.93 0.81 0.95 0.93 0.82 0.96 0.89 0.93
format clear 1 0.52 1 0.81 0.88 0.83 0.99 0.21 0.95 1 0.92
format-fail 1 0.98 1 0.81 0.8 0.67 0.99 0.75 0.95 1 1
ftp-write 8 0.88 0.73 0.88 0.76 0.56 0.8 0.87 0.9 0.87 0.89
guest 50 0.77 1 0.85 0.81 0.83 0.93 0.92 0.89 0.94 0.96
imap 7 0.9 0.8 0.97 0.97 0.68 0.97 0.86 0.89 0.92 0.94
land 35 0.92 0.8 0.48 0.99 0.58 0.95 0.95 0.88 0.94 0.94
load clear 1 0.65 1 0.81 0.12 0.14 0.93 0.99 0.87 1 0.92
loadmodule 8 0.7 0.84 0.71 0.69 0.68 0.97 0.77 0.87 0.87 0.89
multihop 9 0.72 0.74 0.78 0.63 0.71 0.93 0.94 0.84 0.83 0.98
perl clear 1 0.95 1 0.81 0.52 0.87 0.99 0.99 0.81 1 0.94
perlmagic 4 0.66 1 0.83 0.86 0.86 0.99 0.99 0.77 1 0.96
phf 5 0.9 0.5 0.71 0.99 0.72 0.98 0.98 0.77 0.88 0.93
rootkit 29 0.88 0.81 0.77 0.86 0.77 0.94 0.96 0.76 0.87 0.96
spy 2 0.71 0.8 0.81 0.66 0.52 0.99 1 0.76 0.86 0.98
syslog 4 0.82 0.8 0.48 0.97 0.58 1 0.9 0.75 0.85 0.94
teardrop 1085 0.82 0.65 0.48 0.76 0.58 0.89 0.48 0.69 0.85 0.91
warez 1 0.96 0.31 1 0.12 0.85 0.93 0.97 0.69 0.98 0.96
warezclient 1749 0.81 0.68 0.86 0.86 0.86 0.94 0.92 0.69 0.83 0.95
warezmaster 19 0.94 0.75 0.87 0.96 0.88 0.82 0.87 0.69 0.96 0.95

min 0.52 0.31 0.48 0.12 0.14 0.8 0.21 0.69 0.83 0.89
Average 0.845 0.80 0.746 0.631 0.765 0.929 0.918 0.854 0.91 0.955

positives, and as a consequence the AUC in a network, they proposed a pay-
load processing methodology to detect worms in different networks; they only
experimented with a worm, Beagle AV. Another example of payload processing
can be found in the content variables of Kddcup99 [12]. In this case, the author
obtained some information from the payload based on the experts’ experience.
This kind of processing is very context dependent and it can only be done for
some well known services and protocols. The processing is totally static; it has
no learning capability at all. In order for it to be adapted to new situations the
experts need to manually analyse the network data and adapt their knowledge to
new attacks. We presented in a previous work in nIDSs [17] three different tech-
niques for payload processing. The three options were able to efficiently detect
some of the attack types. This work showed that general payload analysis can
be effective but the best results were always achieved including NCD sequence
comparison method [14] for payload processing. The present work improves it in
two senses:
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– Any of the histogram based payload processing strategies achieved greater
AUC values than NCD, MFN or MFO options. They even outperformed the
results achieved with specific payload processing, Content variables obtained
adhoc for the Kddcup99 database based on experts’ experience.

– The new option is computationally cheaper

9 Conclusions and further work

The experimentation presented in this paper proves that a general payload pro-
cessing methodology, histogram representation, is more efficient than the spe-
cific payload processing done in Kddcup99 for intrusion detection in an unsu-
pervised anomaly detection context. The proposed payload processing options
were able to detect more attacks in both cases: when used on their own and
when combined with the information of intrinsic and traffic variables. The best
option, IT+HM+HO, achieved an average AUC of 0.955 whereas the average
AUC achieved with the best option for adhoc processing, IT+C, was 0.91. Fur-
thermore, it was able to detect any kind of attacks because the minimum AUC,
taking into account all types of attacks, was 0.89. And besides, the proposed op-
tions were not computationally expensive since they require few mathematical
operations.

The way in which classifiers can be combined is an area where a deeper anal-
ysis can be carried out and more sophisticated approaches tried. The possibility
of using other clustering algorithms and the optimisation of their parameters is
also an area where more work can be done. In the same way, we could make
the system computationally more efficient by minimising the amount of infor-
mation kept on the signatures. We could keep just the bins higher than concrete
threshold value in the signature. But in this case we would lose information so
we would need to evaluate the trade-off.
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Abstract. Medical reports contain valuable information, not only for the patient 

that waits for the results but also the latent knowledge that is possible to extract 
from them. The recent introduction of standard structured formats like the 
Digital Imaging and Communications in Medicine Structured Report and the 
Clinical Document Architecture Health Level Seven provide an efficient 
generation, distribution, and management mechanism. Also, they provide an 
intuitive and effective manner of information representation, unlike the 
traditional plain text format. In this paper we present a knowledge discovery 
methodology for structured report interchange based on plain text medical 
reports using YALE, a leading open-source data mining tool and Open-ESB 

platform that provides conversion, parsing, different protocols and message 
formats interchange capabilities.  

Keywords: SOI, SOA, Open-ESB, BPEL, Data Mining, YALE, DICOM, HL7. 

1   Introduction 

Medical reports are the support and contact point between the diagnosis, the 

knowledge transmission of the specialist physician, and the patient or other physician. 

In the majority of the studies, these reports are plain text information without any 

standardized structure or contents sharing, that could be achieved by the usage of 

medical images attached to the reports. A medical report is an individual case study 

without any type of general correlation or association with others studies or diagnosis. 

These cases can be considered as epidemic studies for a given population, population 

sample or other option. 
With the establishment of open medical standards, like DICOM - Digital Imaging 

in Medicine [1] and HL7 - Health Level Seven standard [2] it is now possible to 

integrate heterogeneous systems and medical information [3]. DICOM defines 

standards for exchanging, storing and printing medical imaging related information 

that can be used by medical equipment. HL7 defines standards to interconnect and 

control clinical and administrative data, of the whole life cycle of a patient clinical 

documentation, using the HL7 Clinical Document Architecture (CDA).  

In addition to the DICOM standard definition of acquisition and storage of 

waveforms and images, DICOM also includes Structured Reporting (SR), a great 
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expressive and hierarchical representation of structured medical information, 

containing text with links to other data such as images, waveforms, and spatial or 

temporal coordinates [4]. However, the medical report as we know it is static, 

delivered on paper and sometimes without any kind of format or in accordance with 

any standard. In general, this kind of medical information is treated only by the 

physician that asked for the medical exam and the physician who diagnosed it. 

There’s no correlation or other kind of data analysis or knowledge discovery within 

this medical information. 
One initial goal for the SR was that the information encoded in such reports would 

become more readable and thus easier to extract, then an unstructured plain text or 

paper report [5], making it easier to index and to selective retrieve information, 

without having to rely on Natural Language Parsing (NLP) [6]. Also, SR encoding 

and structure allows queries and data mining operation such as a query for all 

documents where a malignant mass of a specific dimension is reported. These 

operations are supported because every element of information is described by a code. 

A code value that can be unambiguously identified enabling data mining [4] using a 

data mining tool like YALE (Yet Another Learning Environment), as formally called, 

a data mining platform (environment) that simplifies the construction of experiments 
and the evaluation of different approaches. Using YALE is possible to build different 

experiments models to discover relations and patterns within this data, in the medical 

report could provide new medical knowledge, applying methods that have been 

developed to discover this hidden medical knowledge [7].  

Nevertheless, for external communications of these medical reports with other 

departments it is necessary to use HL7. According to [8] DICOM SR is a matter of 

primary interest to HL7 CDA for different reasons. In the practical level, generally, 

the end users of SR are referring physicians using HL7-based systems. The SR 

usability requires a method of exporting these results to the HL7 domain. Although, 

HL7 and DICOM have joined efforts to adjust CDA and SR to avoid 

incompatibilities, there still is no mechanism of bi-directionally trans-coding, SR to 
CDA, with full fidelity defined by either group, and may never be defined, nor do 

they exists for plain text to structured report [5]. All these problems are common in 

Enterprise Application Integration (EAI). EAI technology enables incompatible 

protocols and messages formats to be exchanged by different entities [9]. Open-ESB 

[10] is a platform built using open standards like JBI [19] that can be used as a 

platform for both Enterprise Application Integration and Service Oriented 

Architecture applications development. The Open-ESB architecture enables 

communication between different protocols and messages, synchronous and 

asynchronous, interoperability and scalable applications. This advantages can solve 

problems related with medical reports, for example, like the trans-coding bi-

directionally mechanism between DICOM and HL7. 
In this paper we present a methodology for knowledge discovery for structured 

report interchange based on plain text medical reports using YALE [11] based on the 

Weka [12] tool and Open-ESB [10] platform that provides conversion, parsing, 

different protocols and message formats interchange capabilities. 
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2   Medical Reports 

DICOM Structured Reports can be used for different purposes with different levels of 

complexity. These different levels of complexity are related with the target report or 

with the diagnosis complexity. So we have three different types of structured report 

classes: 

 

o Basic Text – minimal code use, for document title, subtitles and hierarchical 
subtitles tree  

o Enhanced – superset of the Basic Text, numerical measurements with 

representative codes for units and measurements, images and waveforms 

references. 

o Comprehensive – superset of the Basic Text and Enhanced, references 

between elements. 

The information in SR is grouped in nine modules, in which the items of 

information are related. There is a module for information on the patient, such as date 

of birth and weight, a module for the general information compliance with the 

document, such as names of people responsible for verifying the document and flags 

that indicate whether the document was found complete, and so on. Although, SR 

documents are not necessarily on a patient, may be on a sample as a sample of human 
tissue for analysis. The information contained in the contents module of the document 

is divided in “contents items”. A content item consists of a pair name-value, where 

the name is a code of a selected dictionary of terms like the SNOMED CT - 

Systematized Nomenclature of Medicine-Clinical Term [13] and the value is a type 

among the fourteen types of value defined by default. These types are text (for text), 

num (for numbers, percentages), image, date and waveform. The items are 

hierarchically organized, so that the information in the highest levels of the hierarchy 

contains, or is derived from, information on items below the same. The DICOM SR 

standard specifies eight different types of relationships, among them are contains 

(node father of the information is contained in node child), has properties 

(information to the node is a child’s property information node of the father), has obs. 
Context (the information in the node is a child comment on the information of the 

node father). The following sentence and examples adapted from [14], in natural 

language, could be divided into items of information and organized in a hierarchy: 

Personal Habits: In average the patient drank 7 beers 
per day in the last 2 years. The patient is obese, and 
often passes away… 

 

Fig. 1. Personal Habits example – the information was divided according to the most important 
concepts. 
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In DICOM SR each item should be a pair name-value, each containing a 

relationship with its father item and a value type, indicated above the item (Fig. 2). 

 

Fig. 2. Items hierarchy according to DICOM SR. 

The biggest question in the structured reports is the integration and acceptance by the 

physician for this way representing the diagnosis. Most of them have there own 

templates, defined in a dot file type, and do not want to be restrained by any standard 

format. In our case study we use CT (Computer Tomography) reports, in text mode, 

that have an associated template. 

3   State of Art 

The introduction of open standards like HL7 and DICOM present expressive 

representations of hierarchical structures of medical information, capable of 

containing text with links to other structured data such as images and described by 

codes, that can be unambiguously identified enabling data mining [4]. However, the 
physicians continue to write their reports ignoring these standards or simply do not 

know of their existence. Thus, their reports can suffer from the ambiguous terms of 

natural language [15] and sometimes do not address the key clinical question [16], 

containing clinically important errors [17] despite the fact that a study showed that 

referring physicians strongly prefer concise well-organized radiology reports [18]. 

There is no well known mechanism of bi-directionally trans-coding SR to CDA with 

full fidelity formally defined [5]. This problem is common in Enterprise Application 

Integration (EAI). EAI technology enables incompatible protocols and messages 

formats to be exchanged by different entities [9].  

In [25] we can find a proposal for a text mining system to extract and use the 

information in radiology reports that consists of three main modules: a medical 
finding extractor, a report and image retriever, and a text-assisted image feature 

extractor. In our approach these modules are included as the information integration 

from different sources, protocols, message formats or standards using service oriented 

integration architecture. 
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3.1   Service Oriented Integration 

Common problems in enterprise application integration are the incompatible protocols 

and messages formats. In response to this kind of problems, the actual industry path is 

based on standards definition for business integration and standard metadata in the 

web services stack [9].  

The JBI 1.0, JSR-208 [19], specification is an industry-wide initiative to create a 
standardized integration platform for Java and business applications addressing 

Service-Oriented Architecture (SOA). JBI employs concepts similar to J2EE to 

extend application packaging and deployment functionality to include JBI 

Components. JBI Components are an open-ended class of components that are based 

on JBI abstract business process metadata [19]. 

 

 

Fig. 3. The JBI Environment [20]. 

According to [20] the key pieces of the JBI environment (Fig. 3) are: 

 
o Service Engines - enable pluggable business logic; 
o  Binding Components - enable pluggable external connectivity;  
o Normalized Message Router – directs normalized messages from source 

components to destinations according to specified policies. 
 

Java Business Integration (JBI) provides a foundation for building a SOA and is the 

foundation of the Open-ESB platform. It allows anyone to create JBI-compliant 

integration plug-in components and integrate them dynamically into the JBI 

infrastructure. Despite this, JBI alone does not have a single point of administration 

for the entire system and each operation in the system requires knowledge of the 

system topology. The Open-ESB solve these problems using the Java Open Enterprise 
Service Bus built with JBI technology enabling a set of distributed JBI instances to 

communicate as a single logical entity that can be centrally managed. Using the 

Open-ESB it’s possible to integrate existing business functions as services, and 

decoupled interaction between service providers and consumers. It provides direct 

support for composite application creation through the mechanism of JBI service 

assemblies, which allow applications to be composed directly from the service-based 

interfaces of JBI service units and BPEL (Business Process Execution Language) 

orchestrated [20].  

This direct support for composite application construction atop a service-oriented 

architecture and standards-based messaging infrastructure makes JBI an ideal 
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foundation for constructing service-oriented applications and accomplishing service-

oriented integration of existing systems using normalized messages in XML [9]. 

Integrating computing entities using only service interactions in a service-oriented 

architecture is defined as Service-Oriented Integration (SOI). Service-oriented 

integration solutions deal better with integrating legacy problems and inflexible 

heterogeneous systems using more often functionalities that were hidden in different 

applications as reusable services. The main advantages, for the traditional enterprise 

application integration (EAI) are the application of standards to define standards 
interfaces, the opaqueness of the functionality that is hidden from the service interface 

and the flexibility of the service in the perspective of the consumer and producer that 

can change except the description of the service. 

4   Knowledge discovery methodology 

The free plain text medical report cannot just simply be abandoned and substituted by 

the structured report. This does not just happen and will not happen until the 

physician is comfortable with standards or with tools that generate or help to write a 

structured report [14]. Beside this, the physician will have there own template for 

each possible diagnosis with his own personal mark. Also we must not forget the 

existent legacy plain text file medical reports that contain medical information that are 

valued information in future exams. Knowing that and in accordance with the 

presented standards for integration and medicine it’s possible to suggest an 

information integration and knowledge extraction corresponding to the physician 

desires, the new structured report, all the platforms and medical systems related to this 
scope and obtain any extra information with the knowledge discover possibility. 

We present a methodology definition for knowledge discovery supported by 

Service Oriented Integration architecture, the set of rules or principles that should be 

followed to discovery latent information in the medical reports, like patterns and 

association rules: 

1. Use a service oriented integration architecture able to connect different 

services, that can use different protocols and messages; 

2. Obtain a encode and decode service of a free text medical report to a 

normalized format, based in a model; 

3. Achieve a mapping between medical terms used in the medical report 

and a codification non ambiguous solving problems concerning the use of 

language natural in medical reports (denial); 
4. Apply knowledge discovery algorithms to the normalized integrated 

information e stored in the database. 

Considering the medical reports as legacy files stored in a FTP (File Transfer 

Protocol) server we can orchestrate in BPEL a business process were the medical 

reports are encoded and the structured information saved on a database for future data 

mining operations using YALE. 
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Fig. 4. Overall of the Medical Report Integration Architecture. 

One possible integration process (we can have many others) is based on the 

architecture illustrated by Fig. 5 that is supported by the Open-ESB platform. The first 

step for this integration process (Fig. 6) is the oriented template parser definition. 

Since they all have been created based on a template we can parse the medical report 

using a defined XSD for each physician template and return all the information in a 

structured format from the FTP server. The encoded operation permits the interchange 

of the information between the systems and the possible conversion to a SR. Once the 

information is normalized it will be published to the Java Open Enterprise Service 

Bus (using the Direct Channel connection) and will be subscribed by different 

destinations (bindings) or used in other business logic (service engines). It will be 

possible to transform the medical reports in different file formats, send them by email 
or exhibit them in a HL7 viewer. 

Once the information is encoded we need to describe the natural language, 

Portuguese, medical terms by a code. A code value that can be unambiguously 

identified enabling data mining [4] making easier the indexing and selective retrieval, 

without having to arrange to NLP - Natural Language Parsing [6]. 

The codification could be done using the SNOMED CT coding system but this is a 

proprietary medical term library. Thus we decided to code the medical terms with 

internal mapping defining a CODE service for this codification. 

 

Fig. 5. BPEL Medical Reports Integration example. 
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The major codification difficulty is the negation terms common in natural language 

and in the medical reports. According to [21] the referring physicians that just say 

“normal” are considered as somehow inferior or incomplete. Therefore the referring 

physicians can also list things that are not found, even on entirely normal 

examinations. For example consider a report where the referring physician does not 

find any atrophy but found a stroke. Using our internal codification we unambiguous 

indentify the medical terms and encode also negation terms. For example the CODE 

service can receive the following (part) message: 
 

<finding att="Not Found">atrophy</finding> 

<finding att="Found">stroke</finding> 

 

The mapping that we have to these medical terms is: 

 
Table 1. Internal map Medical Terms (part). 

Medical Term Found Not Found 

Atrophy 110 110N 

Focal atrophy 1101 1101N 

Stroke 120 120N 

Lacunar stroke 1201 1201N 

 

So, after receiving that message and in accordance to Table 1 the CODE service will 

reply the following (part) message: 

 
<finding>110N<finding> 

<finding>120</finding> 

 

Therefore, the information saved on the database will facilitate the use of YALE since 

it is now identified by unambiguous and unique code without the usage of natural 

language and encoding the negation terms.  

The integration process here presented is one of many possible others. For 

example, we can have two parallel paths for this integration process. One for taking 

care of the message codification before being saved in the database. And another to 

save the information as it is in the database without coding. Facilitating data mining 

and maintain history of the processed information. 

After this integration process using Data Mining techniques and Machine Learning 

algorithms that YALE provides we can discover association rules between different 

medical reports. This technique of Data Mining makes it possible to identify patterns 
in large databases. This identification of patterns helps the gathering and 

interpretation of obtained results, to acquire the specific knowledge to a conclusion or 

assumption for the case study. 

The YALE association rules discover model uses a database connector, a pre-

processing operator chain, a learner unsupervised item set and association rule 

generator algorithm. The major pre-processing operators are the frequency 

discretization, filter operator nominal to binominal operator and missing value 

replenishment. The frequency discretization, discretizes numerical attributes by 

putting the values into bins of equal size. The filter operator nominal to binominal 

creates for each possible nominal value (YALE considers the negated terms as 
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nominal) of a polynomial attribute a new binominal (binary) feature which is true if 

the example had the particular nominal value. These pre-processing operators are 

necessary since particular learning schemes can not handle attributes of certain value 

types. The next operator is the frequent item set mining operator FPGrowth [22]. A 

major advantage of FPGrowth compared to Apriori algorithm is that it uses only 2 

data scans and is therefore often applicable even on large data sets [23]. This operator 

efficiently calculates attribute value sets often occurring together. From these so 

called frequent item sets the most confident rules are calculated with the association 
rule generator. 

4.1 Case study 

In our case study we have three different types of CT reports from three different 

physicians, available in html format. Only 100 records were kindly provided by CIT 

(Centro de Imagem da Trindade) for this analysis and all the records are from 

different patients without repetition. The information of these reports is previously 
extracted and normalized in the first step of the integration process to facilitate the 

codification process. The age of the patients were grouped by the following range: 

o Baby [0;4] 

o Child [4;12]  

o Young [12;26]  

o Adult [27;65] 

o Senior [65;] 

Since we are dealing with natural language, in Portuguese, there are many possible 

ways to represent the same word, with or without accents and lower or upper case 

characters we transform all characters to lower and convert the accents to the 

corresponding ASCII character, and e.g., the “Ç” convert in a “c”. In general, these 
medical reports contain a patient module: patient id, sex and age. Also indicates the 

number of series, modalities and notes. Follow that we have the protocol(s) and the 

finding(s) with conclusion or not. So each item set consist of one or more patient 

module, series, modalities, notes, protocols, finding and conclusion codes. With this 

information we try to find some association rules between the followed procedures 

and the diagnosis. Despite the number of medical reports, each one can have many 

types and more than one note, protocol or finding that increase the complexity for the 

find association rules. 

4.2 Results 

Using the YALE association rules discover model for the case study presented we 

obtained for example some interesting frequent item sets from our case study: 

o 75% of the patients are adult women  

o 86% are normal  

o 69,4% are normal when not found median deviation (901N) and found 

permeable ventriculo-cisternal system (80111). 
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Despite finding many association rules for the medical procedures and respective 

diagnosis that can be considered expected we selected two particular rules: 

 
Table 2. Association Rules Medical Reports (part). 

Rule 1 2 

Premises Notes=30 protocol= 
20111211 

Conclusion protocol= 
20111211 

conclusion= 
C10 

Support 61% 75% 

Confidence 81,5% 96,4% 

 

The rules presented in Table 2 show us a curious fact that the medical report notes 

can have an important role in the definition of the protocol and indirectly influence 

the diagnosis. As you can see Rule 1 (notes=30 => protocol=20111211 [61%; 

81,5%]) we have 61% of our samples have low back pain and the protocol was axial 

plans contiguous of 10mm parallels to the orbit-meatal plan and the confidence for 

this is 81,5 %. For Rule 2 (protocol1=20111211 => conclusion=C10 [75%; 96,4%]) 

we have that the protocol  axial plans contiguous of 10mm parallels to the orbit-

meatal plan in 75% of cases we will have a normal exam with 96,4 % of confidence.  

5   Conclusion 

The knowledge discover methodology for medical reports supported by a service 

oriented integration architecture here presented is a response to problems raised from 

the legacy medical report processing to enable knowledge discovery using industry, 
business and medical open standards. 

A solution for typical problems presented by legacy medical reports like 

ambiguous terms of natural language, lack of structure, hard inter-application 

exchange due to business logic and trans-coding of incompatible protocols and 

messages formats was presented. 

The legacy reports encoded based on the physician templates proved to be an 

excellent parsing format because all physicians have there own template making 

easier the conversion to a structured report format. In a first approach we tried to 

apply XSLT transformation to the OFFIS XML Schema dsr2xml.xsd [24] but the 

legacy medical reports lacks of mandatory information required by OFFIS.  

The decision to code the medical terms with internal mapping defining a service 

for this codification without using a coding system like SNOMED CT solves the 
encoding negation problem using a specific code concept name or value. This concept 

of negation is crucial because it’s equally important to be able to say “no stroke” as it 

is to say “stroke”. 

The results obtained from information integration shows some obvious results like 

that bone fractures are more common in older people or the normal exams are more 

common in younger people. However this result also allowed concluding that the 

notes taken before the realization of the exam influenced the protocol and this in turn 

the diagnosis.  



 Knowledge Discovery Methodology for Medical Reports 351 

Currently we are working on: 

o OFFIS dsr2xml.xsd - mapping the entire medical report information to this 

structure. For future conversion the contents of a DICOM Structured 

Reporting (SR) document (file format or raw data set) to XML; 

o DICOM Open-ESB binding component development – at the moment the 

communication is only possible by TCP/IP binding; 

o Intelligent Event Processor Open-ESB – at the moment the data pre-

processing treatment is done with YALE. Using the IEP withdraw the YALE 
load; 

o Geographical Data Mining - enabling epidemic studies. 
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Abstract. In the real word, the environment is often dynamic instead
of stable. Usually the underlying data of a problem changes with time,
which enhances the difficulties when learning a model from data. In this
paper, different methods capable to detect changes from high-speed time
changing data streams are compared. These methods are appropriated
to be embedded inside learning models, allowing the adaptation to a
non-stationary problem. The experimental evaluation considers different
types of concept drift and data streams with different properties. As-
sessing measures such as: false alarm rates, number of samples until a
change is detected and miss detections rates, a comparison between the
algorithms’ capability of consistent detection is given. The choice on the
best detection algorithm relies on a trade-off between the rate of false
alarms and miss detections and the delay time until detection.

Key words: change detection, data streams, machine learning, moni-
toring data distribution.

1 Introduction: Motivation and Challenges

The most recent developments in Science and Information Technology lead to
the considerably growing of the computational capacity of small devices, which
are capable to produce a large massive amount of information at a high-speed
rate. Along with this, as data flows over time for large periods of time, the
process generating data is not strictly stationary and evolves over time.

The motivation for studying time-changing high-speed data streams comes
from the emergence of temporal applications such as signal processing, time series
analysis, sensor networks, automatic control, real time-monitoring in biomedicine
and industrial processes, fraud detection, user modelling, safety of complex sys-
tems and many others.

Due to the dynamic nature of data, some properties of the problem can
change over time, namely the target concept on which data is obtained may
shift from time to time, each time after some minimum of permanence. Learning
algorithms that model time-changing underlying processes must be able to track
the dynamic behaviour and adapt the decision model accordingly. For example,
in a prediction task, it is reasonable to assume that a change in the underlying
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data distribution will increase the error rate thus making the predictions reflect
characteristics that are no longer hold. Since old observations (reflecting the
behaviour of nature in the past) became irrelevant to the current state, after the
occurrence of a change the prediction model need to be retrained to accurately
predict the underlying actual data. These dynamic processes are challenging and
need to be addressed with appropriated drift detection algorithms.

The nature of change is another important and challenging issue. Changes
may occur due to modifications in the context of learning (caused by changes in
hidden variables) or in the intrinsic properties of the observed variables. Usually,
literature considers two types of drift. The term Concept Shift refers to abrupt
changes (for example, the patterns of costumers’ buying preferences that may
change with seasons), while the term Concept Drift is associated to gradual
changes in the target concept (for example, small faults in parts of an industrial
process can modify the quality of the product). Concept Drift is more difficult
to detect, and at least in the initial phases it may be confused with noise.

The main challenge of algorithms for change detection is the combination
of robustness to noise with sensibility to concept change. Noise and outliers
pose difficulties and challenges to drift detection algorithms, and may increase
false alarm rates. The scope of this paper is the study of different methods for
drift detection, comparing their capacities under different types of concept drift,
different data streams’ lengths and different scenarios.

The paper is organized as follows: next section presents the related work
in the field of change detection in data streams; section 3 presents the drift
detection algorithms analyzed; section 4 describes the experimental evaluation
and conclusions are presented in the last section.

2 The Change Detection Problem in Data Streams

When monitoring a stream it is fundamental to know if the received data comes
from the distribution observed so far. Suppose a supervised learning problem,
where the data consists of sequences of pairs (

→
xi, yi) where yi ∈ C1, C2, ..., Ck. At

each time stamp t, the task of the learner is to output the class prediction ŷt of
that example. After checking the class yt the error of the algorithm is computed.
According with the Probability Approximately Correct (PAC) learning model [1]
if the distribution of examples is stationary, the error rate of the learning model
will decrease when the number of examples increases. A significant increase in
the error rate suggests a change in the process generating data. For large periods
of time, it is reasonable to assume that the process generating data will evolve.
Whenever new concepts replace old ones, the old observations become irrelevant
and thus the model will become inaccurate. In such case, the learning model
must be adapted in accordance with the current state of the phenomena under
observation.

Assuming that examples are independent and generated at random according
to an unknown distribution, to assess if a concept is shifting over time, it is
necessary to perform tests in order to determine if there is a change in the



A Study on Change Detection Methods 355

generating distribution. The null hypothesis is that the previously seen values
and the current observed ones come from the same distribution. The alternative
hypothesis is that they are generated from different distributions. Furthermore,
such kind of change detection tests should detect only true changes with high
probability, establishing a trade-off between false negatives and false positives.
Specifically, these algorithms should:

– Be able to detect and react to drift.
– Not exhibit miss detections.
– Be resilience to false alarms (detect a change in stationary environments).
– Require few examples to detect a change after the occurrence of one.

2.1 Related Work

Since our environment is naturally dynamic, learning form high-speed time
changing data streams is a considerably growing research field and several meth-
ods capable of dealing with concept drifts have been proposed [2–6, 11]. In gen-
eral, approaches to cope with concept drift can be classified into two categories:
(i) approaches that adapt a learner at regular intervals without considering
whether changes have really occurred;(ii) approaches that first detect concept
changes and afterwards the learner is adapted to these changes.

In the first approach, drifting concepts are often handled by time windows
or weighted examples according to their age or utility. Weighted examples are
based on the simple idea that the importance of an example should decrease
with time (references about this approach can be found in [8–10]). When a
time window is used, at each time step the learner is induced only from the
examples that are included in the window. Here, the key difficulty is how to select
the appropriate window’s size: a small window can assure a fast adaptability
in phases with concept changes. But in more stable phases it can affect the
learner performance. On the other end, a large window would produce good
and stable learning results in stable phases but can not react quickly to concept
changes. In later approaches with the aim of detecting concept changes, some
indicators (e.g. performance measures, data distribution, properties of the data,
etc.) are monitored over time. A typical example is to monitor the evolution of
a statistical function between two distributions: from past data in a reference
window and in a current window of the most recent data points [2, 5]. If during
the monitoring process a concept drift is detected, some actions to adapt the
learner to these changes can be taken. When a time window of adaptive size is
used these actions usually lead to adjusting the window’s size according to the
extent of concept drift [7]. As a general rule, if a concept drift is detected the
window’s size decreases; otherwise the window’s size increases [2].

3 Change Detection Algorithms

This paper performs a comparison between four known algorithms taken from
literature: the Statistical Process Control (SPC) presented in [3], the ADapta-
tive WINDdowing (ADWIN) method introduced in [11], the Fixed Cumulative
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Windows Model (FCWM), presented at [2] and a standard algorithm for change
detection, the Page-Hinkley Test (PHT) [13].

3.1 Statistical Process Control (SPC)

This drift detection method controls online the trace of the probability of error
for streaming observations. While monitoring the error, it defines a warning and
a drift level. When the error exceeds the first (lower) threshold, the system enters
in a warning mode and stores the time, tw, of the corresponding observation.
If the error drops below the threshold again, the warning mode is cancelled.
However, if in a sequence of examples, the error increases reaching the second
(higher) threshold at time td, a change in the distribution of the examples is
declared. The classifier is retrained using only the examples since tw and the
warning and drift levels are reset.

Pseudo-code

Input:
labeled dataset x1, . . . , xt

warning threshold tw (default tw = 2)
detection threshold td (default td = 3)
warm-up window size w0 (default w0 = 30)

1. Initialize the minimum classification error pmin =∞ and the
corresponding standard deviation smin =∞. Set the warning zone
flag, fw, to false and w1 =0.
2. For j = 1 to t - 1 (all the observations)

If j < w0 then
wj+1 = wj + 1 (warm up, only grow the window)

Else
i. Train a classifier on the current window of size wj.
ii. Classify observation wj+1.
iii. Update the error rate over the current window.

Let p̂ be the updated error rate and ŝ = p̂(1−p̂)
wj

be the

updated standard deviation.
iv. If (p̂+ ŝ) < (pmin + smin) then update the minimum error

by pmin = p̂ and smin = ŝ.
v. If (p̂+ ŝ) > (pmin + td × smin) and fw = true

change has been detected, set up the
detection time td = j.
Take as the new training and detection window all
the observations since tw (size wj+1 = j − tw + 1),
set pmin =∞, smin =∞ and tw =∞.

ElseIf (p̂+ ŝ) > (pmin + tw × smin)
If fw = false
switch the warning zone flag fw = true and set up
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the warning time tw = j.
Else

set fw = false and update the window by adding
xj+1 to it (size wj+1 = wj + 1).

3. Set DTSPC = tw.

Output: detection time DTSPC.

3.2 ADaptive WINdowing (ADWIN)

The ADaptative WINDdowing method keeps a sliding window W (with length
n) with the most recently received examples and compares the distribution on
two sub-windows of W . Whenever two large enough sub-windows, W0 and W1,
exhibit distinct enough averages, the older sub-window is dropped and a change
in the distribution of examples is assigned. The window cut threshold is com-
puted as follows:

εcut =
√

1
2m ln

4
D , with m = 1

1/n0+1/n1
, where n0 and n1 denote the lengths

of W0 and W1.
A confidence value D is used within the algorithm, which establishes a bound

on the false positive rate. However, as this first version was computationally
expensive, the authors propose to use a data structure (a variation of exponential
histograms), where the information on the number of 1’s is kept as a series of
buckets (in the Boolean case). It keeps at most M buckets of each size 2i, where
M is a design user-defined parameter. For each bucket, two (integer) elements
are recorded: capacity and content (size or the number of 1s it contains). The
method is detailed in [11].
Pseudo-code

Input:
labeled dataset x1, . . . , xt

confidence value D ∈ (0, 1)
bucket’s parameter M

1. Initialize W as an empty list of buckets
2. Initialize εcut

3. for each t > 0
do SetInput(Xt, W)

Output uW and ChangeAlarme

SetInput (item e, List W)
1. InsertElement(e, W)
2. repeat DeleteElement(W)

until |uW0 − uW1 | < εcut holds
for every split of W into W = W0 ·W1

InsertElement (item e, List W)
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1. Create a new bucket b with content e and capacity 1
2. W ←W ∪ b (add e to the head of W)
3. Update εcut

4. CompressBuckets(W)

DeleteElement(List W)
1. Remove a bucket from the tail of list W
2. Update εcut

3. ChangeAlarm← true

CompressBuckets(List W)
1. Transverse the list of buckets in increasing order

do If there are more than M buckets of the same capacity
do merge buckets

CompressBuckets(sublist of W not transversed)

3.3 Fixed Cumulative Windows Model (FCWM)

In a previous work [2] the FCWM was presented as a method to detect changes
in data streams. To summarize data, it first constructs histograms using the
two layer structure of the Partition Incremental Discretization (PiD) algorithm,
which was designed to learn histograms from high-speed data streams [12]. The
change detection problem is addressed by monitoring distributions in two differ-
ent time windows: a reference window (RW), reflecting the distribution observed
in the past; and a current window (CW) which receives the most recent data. In
order to assess drifts, both distributions are compared using the Kullback-Leibler
divergence (KLD), defining a threshold for change detection decision based on
the asymmetry of this measure.
Pseudo-code

Input:
labeled dataset x1, . . . , xt

number of bins nBins
number of observations in the current window InitialObs
evaluation interval EvalInterval
drift threshold λ

1. for t > 0
1.1 If t > InitialObs then

Compute the probability distribution p for the RW
else

Compute the probability distribution q for the CW
From EvalInterval to EvalInterval compute

A = |KLD(p||q)−KLD(q||p)|
If A > λ⇒ a drift is detected
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Return and report a change at time tFCWM

else
Return to 1.1

Output: detection time tFCWM.

3.4 Page Hinkley Test (PHT)

The Page-Hinkley test (PHT) is a sequential analysis technique typically used
for monitoring change detection [13]. It allows efficient detection of changes in
the normal behaviour of a process which is established by a model. The PHT was
designed to detect a change in the average of a Gaussian signal [14]. This test
considers a cumulative variable UT defined as the cumulated difference between
the observed values and their mean till the current moment:

UT =
T∑

t=1

(xt − x̄T − δ)

where x̄T = 1/T
∑t

t=1 xt and δ corresponds to the magnitude of changes that
are allowed. To detect increases, it computes the minimum value of Ut: mT =
min(Ut, t = 1 . . . T ) and monitors the difference between UT and mT : PHT =
UT−mT . When the difference PHT is greater than a given threshold (λ) a change
in the distribution is assigned. The threshold λ depends on the admissible false
alarm rate. Increasing λ will entail fewer false alarms, but might miss or delay
some changes. Controlling this detection threshold parameter makes it possible
to establish a trade-off between the false alarms and the miss detections.
Pseudo-code

Input:
labeled dataset x1, . . . , xt

magnitude threshold δ
detection threshold λ

1. for t > 0
1.1 Computes

x̄T = 1/T
∑t

t=1 xt

UT =
∑T

t=1(xt − x̄T − δ)
mT = min(Ut, t = 1 . . . T )

If PHT = UT −mT > λ
return and report a change at time tPH

else
return to 1.1

Output: detection time tPH.
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4 Experimental Evaluations

This section describes the evaluation of the mentioned methods. To assess the
performance of change detection algorithms under different scenarios, different
kinds of experiments with distinct purposes were implemented. The rate of false
alarms, miss detections and delay time until detection were evaluated using:
(i) data underlying a Bernoulli distribution, (ii) artificial datasets with distinct
characteristics and (iii) a public dataset.

4.1 Artificial Data

The first set of experiments uses data streams of lengths L = 2.000, 5.000 and
10.000, underlying a stationary Bernoulli distribution of parameter µ = 0.2 dur-
ing the first L−1.000 observations. During the last 1.000 samples the parameter
is linearly increased using different slopes: 0(no change), 10−4, 2.10−4, 3.10−4

and 4.10−4. These experiments also allow analyzing the influence (in the delay
time until detections) of the length of the stationary part (the first L − 1.000
samples).

Table 1. Mean delay time until drift detection (DT ), false alarms rates (FA) and the
miss detections rates (MD), for the four methods, using the data streams with lengths
2.000, 5.000 and 10.000 and with different slopes in the Bernoulli parameter distribu-
tion. For slope = 0 (no change) the measurements DT and MD are not applicable.

Length Slope
ADWIN SPC FCWM PHT

DT FA MD DT FA MD DT FA MD DT FA MD

2.000

0 (n.a.) 0.05 (n.a.) (n.a.) 0 (n.a.) (n.a.) 0.02 (n.a.) (n.a.) 0.04 (n.a.)
1.10−4 581.6 0 0.03 626.6 0 0.02 853.8 0 0.37 573.0 0 0.03
2.10−4 577.6 0 0 687.2 0 0.16 894.8 0 0.59 522.9 0 0
3.10−4 428.4 0 0 536.9 0 0 647.0 0 0 397.3 0 0
4.10−4 358.6 0 0 534.4 0 0 616.3 0 0 331.3 0 0

5.000

0 (n.a.) 0.17 (n.a.) (n.a.) 0.17 (n.a.) (n.a.) 0.35 (n.a.) (n.a.) 0.41 (n.a.)
1.10−4 721.9 0.16 0.30 866.4 0.21 0.77 705.5 0.27 0.64 649.6 0.23 0.13
2.10−4 512.0 0.12 0.13 732.3 0.19 0.37 674.7 0.18 0.14 462.9 0.25 0
3.10−4 382.6 0.14 0.14 667.9 0.20 0.17 572.8 0.31 0.04 337.0 0.32 0
4.10−4 320.1 0.10 0.10 587.1 0.09 0.12 501.8 0.35 0.06 279.2 0.29 0

10.000

0 (n.a.) 0.15 (n.a.) (n.a.) 0.44 (n.a.) (n.a.) 0.22 (n.a.) (n.a.) 0.68 (n.a.)
1.10−4 721.6 0.19 0.35 829.3 0.39 0.94 723.7 0.27 0.69 649.6 0.60 0.10
2.10−4 505.0 0.19 0.19 842.7 0.56 0.57 687.4 0.31 0.36 466.0 0.71 0
3.10−4 401.3 0.17 0.17 719.5 0.29 0.53 597.4 0.29 0.29 343.9 0.68 0
4.10−4 327.2 0.23 0.23 642.2 0.52 0.42 481.0 0.24 0.24 280.2 0.66 0

As it is presented in table 1, rows are indexed by the value of L and corre-
sponding slope. So, these rows present the delay time (DT ) until the detection of
the change that occurs at time stamp L−1.000 (averaged over all runs), the miss
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detections rates (MD) and the false alarms rates (FA) for each algorithm stud-
ied. In general, the increase of the number of samples leads to an increase of the
number of false alarms and miss detections. It can also be observed that as the
number of samples increases, the percentage of changes detected decreases (with
exception of the Page Hinkley Test). As it is reasonable, for all the algorithms,
the increase on the slope of the Bernoulli’s parameter contributes to a decrease
of the time until the change is detected. As a final remark, the PHT maintains
a good rate of miss detections, independent of the number of stationary past
samples. This method presents smaller mean delay times, however these results
are compromised with false alarms.

In the following set of experiments were used the following artificial datasets
previously used in concept drift detection [15]:

– SINE1: Abrupt concept drift, noise-free examples.
– SINIRREL1 Abrupt concept drift, noise-free examples, presence of irrele-

vant attributes (the same classification function of SINE1 but the examples
have two more random attributes with no influence on the classification
function).

– CIRCLES: Gradual concept drift, noise-free examples.
– GAUSS: Abrupt concept drift, noisy examples.

These artificial datasets have several different characteristics that allow assess-
ing the methods’ performance in various conditions: abrupt and gradual drift,
presence and absence of noise and presence of irrelevant attributes. All the prob-
lems have two classes and each class is represented by 50% of the examples in
each context. To ensure a stable learning environment within each context, the
positive and negative examples in the training set are alternated. The number
of examples in each concept is 1.000. To compute the error rate in these classifi-
cation problems, the detection algorithms were embedded inside a decision tree
classifier. Figure 1 presents the mean delay time for the four methods. In spite
of the smaller delay for PHT, this method closely competes with ADWIN and
SPC. On the other extreme, FCWM exhibits the highest delays. With exception
of the ADWIN that presents a false alarm when using the SINE1 dataset, in all
of the other cases there are no false alarms to report.

Fig. 1. Mean delay time until drift detection (DT ) for the four methods, using the
datasets SINE1, SINEIRREL1, GAUSS and CIRCLES.
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4.2 Evaluation on a Public Dataset

In the previous experiments, the datasets did not allow checking the algorithms’
performance in large problems, which is important since concept drift mostly
occurs in huge amounts of data arriving in the form of stream. To overcome this
drawback, an evaluation of the change detection algorithms was performed using
the dataset SEA concepts [16], a benchmark problem for concept drift. Figure 2
shows the error rate (computed using a naive-Bayes classifier), which presents
three drifts. The drifts and the corresponding detections are also represented by
vertical lines. Table 2 presents the delay time in detection of concept drifts in
this dataset (where the number of false alarms is indicated in parenthesis). One
can observe that all the algorithms require too much examples to detect the first
drift. However, with the ADWIN, the FCWM and PHT, the others are detected
within a reasonable delay time. The resilience to false alarms and the ability to
reveal changes without miss detections must be stressed out.

Table 2. Delay time in three drift scenarios using different change detection methods.
The number of false alarms is indicated in parenthesis.

#Drift
Delay Time

ADWIN SPC FCWM PHT
1 826 3314 817 1404
2 115 607 273 118
3 242 489 249 (1) 256

5 Conclusions and Further Research

Regarding the delay time until detection and the miss detections, the Page Hink-
ley Test and the ADaptive WINdowing revealed to be the more appropriated
algorithms to detect changes in the evaluated drift scenarios. However, in the first
set of experiments the PHT presents a high rate of false alarms. Nevertheless,
since learning algorithms run in fixed memory, time and memory consumption
are also important constrains. It should be pointed out that PHT and Statistical
Process Control are less time and memory consuming than the ADWIN and the
Fixed Cumulative Windows Model, since they do not require any data structure
to evaluate drifts.
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Fig. 2. Evolution of the error rate and the delay times in drift detection using the
four presented methods. Vertical dashed lines indicate drift in data, and vertical lines
indicate when drift was detected.
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Abstract. This paper introduces an objective notion of routine expectation, to
allow for the external account of expectations in the context of routine procedures,
in multiagent systems (MAS). The notion of expectation as usually applied to
MAS is briefly reviewed. A formalization of routine procedure is given, so that
the formal notion of routine expectation can be defined with respect to actions and
facts. A view previously proposed in the literature, to base expectation values on
a combination of probability values and utility values, is adopted. However, it is
adapted to the context of repetitive, periodic system routines, where utility values
can be replaced by the degrees of perfection with which actions and facts are
realized.

1 Introduction: motivation and related works

In general there are different ways of considering the notion of expectation in agent
systems. For example, a mentalist, or cognitivist approach defines an expectation as
a complex set of cognitive elements (a combination of goals, beliefs, etc.) [1]. Such
kind of subjectivist approach may also take the way adopted in [2, 3], briefly suggested
in [1], which gives expectations a combination of probability values and utility values,
assigned to the possible outcomes of the actions (using the notion of subjective expected
utility values [4]).

A crucial aspect of both these works is that an agent’s expectation is related to a
momentary situation in the system. That is, it relates to a situation that is artificially
isolated from the whole behavior of the agent, and from the continuous operation of the
system. The agent is seen as having a goal and performing an action at a given instant
(or believing that a given event will happen that will help to achieve the goal), so that
the entire past and future ways in which the agent participates in the system is not taken
into account. Expectations about future agent interactions can not be adequately studied
in such settings.

However, most practically important agent systems, including human ones, are im-
portant precisely because of their continuous functioning over time and, in particular,
because of their repetitive, periodic functioning; that is, their routines. Routines have
long been recognized as an essential feature of the operational dynamics of social sys-
tems (cf., e.g., Giddens in [5]), and the same idea seems to apply to multiagent systems.
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Here the functioning aims at the continuous monitoring and/or control of some target
system, or the continuous servicing of their users [6].

An example of the importance of periodic routines and expected patterns of be-
havior in managing electricity in home situations was seen in [7]. Also, modeling ex-
pectations seems very promising in the idea of developing personal assistants that will
support a human user in his/her usual day-life activities [8].

We thus develop a complementary point of view. We formulate in set-theoretic terms
an objective, behavioristic notion of expectation, centered around the objective effects
of the actions that the agents perform, at a given moment, within the context of some
system routine. We do not consider here, however, the possible ways in which the two
approaches may be combined. Specially, we do not consider how the context of system
routines can be integrated into the mentalist approach.

In this paper, we introduce two novel aspects concerning agent expectations. First,
we extend the notion of expectation so that, in the context of system routines, it may
be applied not only to the facts resulting from the execution of agent actions or envi-
ronment events, but also to the actions and events themselves. In fact, we consider that
objective expectations of actions and events are fundamental, and that objective expec-
tations of facts should be derived from them. Accordingly, in Sect. 2 we formalize a
notion of system routine where those two kinds of expectations may be defined.

Secondly, we would like to stay as close as possible to the subjective expected utility
values approach to expectations. However, utility values, as such, can not be fruitfully
considered in connection to actions and facts that happen in system routines. This is
because routines are usually adopted in a system only when all the actions are clearly
useful to the routines where they occur. That is, less useful actions tend to be replaced
by actions more adapted, and thus more useful, to the routine and to the functioning of
the system as a whole. If an action is included in a routine, or if a fact is counted upon by
the routine to operate properly, it is clear that it certainly has a utility for the routine, and
there is no point in trying to quantify that value. Therefore, in order that the objective
expected utility of an action (or fact or event) could stay close to the model of subjective
expected utility, it was necessary to replace the subjective components by correspond-
ing objective components. Specially, the subjective probabilities and utility values that
essentially constitute the subjective expected utility values were respectively replaced
by objective probabilities and by objective degrees of perfection of the realization of
actions, facts and events. This is explained in Sect. 3 of the paper.

A contextualized example of the approach is given in Sect. 4. Section 5 concludes
the paper with a discussion.

2 Periodic Routines and their Performances

In the following, let Act be a finite set of agent actions and Ctx be the set of contexts
where those actions may be performed, with the empty action denoted by ε. Let T =
t0, t1, . . . be a linear, discrete time structure. The effects of the performance of an action
α ∈ Act, in a context C ∈ Ctx, at a certain time t ∈ T , may be defined in a rule-based
form with the help of pre- and post-conditions, which can assume degrees of perfection
varying in the interval [0, 1], as the degrees of truth in Fuzzy Logic [11], as follows:
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pre1 : d1 . . . pren : dn
[α :C]

post1 : f1(d1, . . . , dn) : min1 . . . postm : fm(d1, . . . , dn) : minm
(1)

where pre[α : C] = {pre1, . . . , pren}, with n ∈ N, is the set of pre-conditions to
be evaluated at any time the action α is ready to be performed in the context C, and
d1, . . . , dn are their respective degrees of perfection at that moment; post[α : C] =
{post1, . . . , postm}, with m ∈ N, is the set of post-conditions that result from the per-
formance of α in the context C, and f1(d1, . . . , dn), . . . , fm(d1, . . . , dn) are their re-
spective expected degrees of perfection after that performance, determined by the func-
tions f1, . . . , fm : [0, 1]n → [0, 1] that give the expected values of the post-conditions
considering the degrees of perfection of all pre-conditions; min1, . . . ,minn, with 0 <
mini ≤ 1, are the minimum degrees of perfection required for the post-conditions in
order that the performance of the action α be considered satisfactory. In particular, it
holds that di = 1, for any prei ∈ pre[ε :C], and fj(d1, . . . , dn) = minj = 1, for any
postj ∈ post[ε :C], in any context C.

An action α is said to be satisfactorily performed in the context C, at time t ∈ T ,
if and only if each post-condition assumes, at time t + 1, a degree of perfection equal
or greater than the minimum degree of perfection required for that post-condition. In
particular, a satisfactorily performed action α is said to be perfectly performed in the
context C, at time t, if and only if all post-conditions assume, at time t + 1, a degree
of perfection equal to 1. An action α is said to be non-satisfactorily performed in the
context C, at time t, if and only if at least one of the post-conditions assumes, at time
t+ 1, a degree of perfection less than the minimum required for that post-condition. A
non-satisfactorily performed action α is said to be non-performed at time t, if and only
if all post-conditions assume, at time t+ 1, a degree of perfection equal to 0.

Definition 1. Let α ∈ Act be an action performed in the context C at time t. The
degree of satisfaction of α’s performance is given by the function dstα:C : [0, 1]m →
{s, ns} × [0, 1]. This evaluates the degrees of perfection u1, . . . , um ∈ [0, 1] assumed,
at time t + 1, by the post-conditions post1, . . . , postm of the action α. It generates a
pair dstα:C(u1, . . . , um) = (x, k) ∈ ({s, ns} × [0, 1]), where:
(i) k ∈ [0, 1] is the degree of perfection, obtained by an operator τ : [0, 1]m → [0, 1],

which is application dependent;
(ii) x = s indicates that the action α was satisfactorily performed (so that k > 0; in

particular, if k = 1 then the action α was perfectly performed);
(iii) x = ns indicates that the action α was non-satisfactorily performed (so that k <

1; in particular, if k = 0 then α was non-performed);

A routine over Act, in a context C ∈ Ctx, with period π, where π ∈ N and π > 1,
is a permanently (i.e., infinitely) repeated, structured subset of actions of Act in C. The
main repeated structured set of actions in a routine ρ is the body of ρ. The set of all
possible routine bodies RBAct is given by a set of regular expressions over Act:

– any action α ∈ Act is a routine body: α ∈ Act⇒ α ∈ RBAct
– if b and b′ are routine bodies (b, b′ ∈ RBAct), then the following regular composi-

tions of b and b′ are also routine bodies:
• b; b′ ∈ RBAct (sequential composition of the routine bodies b and b′);
• b+ b′ ∈ RBAct (alternative composition of the routine bodies b and b′);
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Table 1. Recursive definitions of length and set of actions of routine bodies, for b, b′ ∈ RBAct
Length Set of actions
length(b) = 1, if b = α ∈ Act act[b] = {α}, if b = α ∈ Act
length(b; b′) = length(b) + length(b′) act[b; b′] = act[b] ∪ act[b′]
length(b+ b′) = max{length(b), length(b′)} act[b+ b′] = act[b] ∪ act[b′]
length(b | b′) = length(b) + length(b′) act[b | b′] = act[b] ∪ act[b′]
length(bn) = n · length(b) act[bn] = act[b]

• b | b′ ∈ RBAct (parallel composition of the routine bodies b and b′);4

• bn ∈ RBAct (n-times repetition of the routine body b, with n ∈ N and n > 0);

The length of a routine body is defined as shown in the left-hand column of Ta-
ble 1. The length of a routine’s body is the period of that routine (note the case of the
parallel composition, reserving a time slot for its eventual sequential realization, with
one alternative fully performed before the other). So, any routine ρ, with period π, is
such that ρ = bω , where b ∈ RBAct, π = length(b), and ω indicates infinite repetition
of the body b. The set of actions of the routine ρ = bω , denoted by act[ρ], is the same
as the set of actions of its body, as defined in the right-hand column of Table 1.

A cut of a routine ρ is any non-empty subset of actions in Act that the routine may
simultaneously perform at a given time instant. The set of cuts of a routine ρ = bω

is denoted by Cuts[ρ] and is the same as the set of cuts of its body Cuts[b], which is
defined recursively as follows, for routine bodies b, b′ ∈ RBAct:

Cuts[b] = {{α}}, if b = α ∈ Acts
Cuts[b; b′] = Cuts[b] ∪ Cuts[b′]

Cuts[b+ b′] = Cuts[b] ∪ Cuts[b′]

Cuts[b | b′] = Cuts[b] ∪ Cuts[b′] ∪ {X ∪ Y | X ∈ Cuts[b], Y ∈ Cuts[b′]} ∪ {{ε}}
Cuts[bn] = Cuts[b]

The notion of a cut of a routine is central to our concept of routine expectation. It was
drawn from the notion of cut in occurrence nets from Net Theory [12].

Definition 2. Let ρ be a routine over Act and Cuts[ρ] be the set of cuts of ρ. A perfor-
mance of a routine ρ in the context C is a periodic mapping

�ρ :C�: T → ℘(Cuts[ρ])× Cuts[ρ]× ℘(Act)× ℘(Act× [0, 1]),

which gives, for each time t ∈ T , a 4-tuple where:

(i) the first component � ρ : C �t [1] is the set of cuts enabled by the performance
�ρ :C� at time t;

(ii) the second component�ρ :C�t[2] is the cut selected to be performed at time t in
�ρ :C�, among the enabled cuts at that time;5

(iii) the third component � ρ : C�t [3] is the step of the performance � ρ : C� at
time t, which is the subset of actions of the selected cut�ρ :C�t [2] that are put
into execution by the system’s agent(s) at time t;

4 Observe that the empty action ε is the neutral element of the parallel composition operator,
that is, ε | b = b | ε = b, for any routine body b.

5 A routine may enable more than one cut at a given time. However, only one cut must be
selected to be performed at each time.



Formal Notion of Objective Expectations 371

(iv) the fourth component � ρ : C �t [4] is the result of the step � ρ : C �t [3],
indicating the degree of satisfaction of the performance of each action of that step.

The period of the performance�ρ :C� is given by the period of ρ. The set of all
possible performances�ρ :C� of ρ in the context C is denoted by Prfs[ρ : C]. The
four components of a performance are accessed through the following functions:

Definition 3. Consider a performance�ρ :C�∈ Prfs[ρ :C]. Then 6:

(i) The cuts enabled by the performance � ρ : C� in each time t are specified by a
mapping ecuts : Prfs[ρ :C] → T → ℘(Cuts[ρ]), such that the cuts enabled by a
performance � ρ :C�, at a given time t ∈ T , is denoted by ecuts[� ρ :C�]t

and ecuts[� ρ : C�]t =� ρ : C�t [1]. The trace of subsets of enabled cuts by
�ρ :C� in T is defined as the time-indexed sequence: trace[ecuts[�ρ :C�]]T =

ecuts[�ρ :C�]t0 , ecuts[�ρ :C�]t1 , . . . .
(ii) The cuts of a routine ρ that are selected to be performed during the performance
�ρ :C� are selected among the enabled cuts in each time t; they are specified by
a mapping scut : Prfs[ρ :C] → T → Cuts[ρ], such that, given the set of enabled
cuts ecuts[�ρ :C�]t, the cut selected by�ρ :C� to be executed at a given time
t is denoted by scut[�ρ :C�]t and scut[�ρ :C�]t =�ρ :C�t [2] ∈ ecuts[�
ρ :C�]t. The trace of selected cuts by�ρ :C� in T is defined as the time-indexed
sequence: trace[scut[�ρ :C�]]T = scut[�ρ :C�]t0 , scut[�ρ :C�]t1 , . . . .

(iii) The steps of the performance�ρ :C� are specified by a mapping step : Prfs[ρ :
C]→ T → ℘(Act), such that, given the selected cut scut[�ρ :C�]t, the subset of
actions that are executed by the agent at the time t is denoted by step[�ρ :C�]t

and step[� ρ : C �]t =� ρ : C �t [3] ⊆ scut[� ρ : C �]t. The trace of
steps of the performance� ρ :C� in T is defined as the time-indexed sequence:
trace[step[�ρ :C�]]T = step[�ρ :C�]t0 , step[�ρ :C�]t1 , . . . .

(iv) The results of the steps of the performance � ρ : C � at time t is given by a
mapping result : Prfs[ρ : C] → T → ℘(Act × [0, 1]) such that, given the step
step[� ρ : C �]t of the performance � ρ : C � at time t ∈ T , the set of
results of that step is denoted by result[� ρ : C �]t and result[� ρ : C �
]t =� ρ : C �t [4] = {(α, dstα:C(u1, . . . , um)) | α ∈ step[� ρ : C �]t},
where dstα:C(u1, . . . , um) is the degree satisfaction of the performance of α, ob-
tained by the evaluation of the degrees of perfection u1, . . . , um assumed by α’s
post-condition post1, . . . , postm at time t + 1 (see Def. 1). The trace of results of
steps of the performance�ρ :C� in T is given by the sequence:

trace[result[�ρ :C�]]T = result[�ρ :C�]t0 , result[�ρ :C�]t1 , . . .

The set of possible steps of a cut c is the set of its subsets ℘(c). Given a family of
cuts X , the set of possible steps derived from X is given by psteps[X] =

⋃
c∈X ℘[c].

The effects of a cut c ∈ Cuts[ρ], in a context C, may be defined in a rule-based
form with the help of pre- and post-conditions, analogously to rule (1), where the set of
pre-conditions is the union of the sets of pre-conditions of all the actions that constitute
the cut c, given by pre[c] =

⋃{pre[α] | α ∈ c}. Similarly, the set of post-conditions of
a cut c ∈ Cuts[ρ] is given by post[c] =

⋃{post[α] | α ∈ c}.
6 For simplicity, in this paper, given any function f : T → X , where T is the time sequence,

we denote f(t) by f t.
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Considering a performance�ρ :C�∈ Prfs[ρ :C] in a context C ∈ Ctx, a selected
cut c ∈ ecuts[� ρ : C �]t is said to be satisfactorily (perfectly) performed at time t
if and only if all its actions are satisfactorily (perfectly) performed at that time. On the
contrary, a selected cut c ∈ ecuts[� ρ :C�]t is non-satisfactorily performed at time
t if and only if at least one of its actions is non-satisfactorily performed at time t. A
non-satisfactorily performed selected cut c is said to be non-performed at time t if and
only all its actions are non-performed at time t.

Given a selected cut c ∈ ecuts[�ρ :C�]t, the set of pre-conditions of a step s ⊆ c
is the union of the set of pre-conditions of the actions that constitute that step, that is,
pre[s] =

⋃{pre[α] | α ∈ s} ⊆ pre[c]. Analogously, the set of post-conditions of a step
s ⊆ c is given by post[s] =

⋃{post[α] | α ∈ s} ⊆ post[c]. A step s ⊆ c can either
be satisfactorily (perfectly, non-satisfactorily) performed or non-performed, in the same
way as was defined for selected cuts.

Therefore, a selected cut scut[� ρ : C �]t of a routine performance � ρ : C �
at time t is satisfactorily (or perfectly) performed if and only if step[� ρ : C �]t =
scut[� ρ : C �]t and step[� ρ : C �]t is satisfactorily (or perfectly) performed. It
is non-satisfactorily performed if either step[� ρ : C �]t 6= scut[� ρ : C �]t or
step[� ρ :C�]t is non-satisfactorily performed. It is non-performed whenever either
step[�ρ :C�]t = ∅ or step[�ρ :C�]t is non-performed.7

Definition 4. Consider a routine ρ over Act, in a given context C ∈ Ctx, with period
π, whose performance�ρ :C� is done in a time sequence T = t0, t1, . . .. Then:

(i) The performance�ρ :C� is said to be satisfactorily (perfectly, non-satisfactorily)
performed at time t if and only if scut[�ρ :C�]t is satisfactorily (perfectly, non-
satisfactorily) performed at time t.

(ii) The performance�ρ :C� fails at time t if scut[�ρ :C�]t is non-performed at
time t.

(iii) The performance � ρ : C � is said to be satisfactorily (perfectly) performed in
a cycle that starts at time ti ∈ T , if it is satisfactorily (perfectly) performed at all
t ∈ [ti, ti+π−1].

(iv) The performance� ρ :C� is said to be non-satisfactorily performed in a cycle
that starts at time ti ∈ T if there is at least one t ∈ [ti, ti+π−1] at which it fails or
is non-satisfactorily performed.

(v) The performance� ρ :C� fails in a cycle that starts at time ti ∈ T , if it fails at
all t ∈ [ti, ti+π−1].

Example 1. Consider Act = {α1, α2, α3} and let ρ = (α1; (α2 + α3))ω be a routine
with period equal to 2. The possible cuts in any performances of this routine are Cuts[ρ :
C] = {c1, c2, c3}, where c1 = {α1}, c2 = {α2} and c3 = {α3}. The cuts enabled
during a perfectly performed performance� ρ :C� in the time interval [t0, t2) (just
one cycle) are given by: ecuts[�ρ :C�]t0 = {c1}, ecuts[�ρ :C�]t1 = {c2, c3}.

Then, there are only two possibilities of traces of a perfectly performed performance
�ρ :C� in that interval:

7 Observe that the enablement of a subset of cuts of a routine ρ at time t + 1 of a performance
� ρ : C � may depend on the step of the performance of the routine ρ at time t, which
indicates if the cut selected at time t was or was not satisfactorily performed.
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(i) either the selected cuts are scut[� ρ :C�] = t0 7→ c1, t1 7→ c3, and the traces of
steps and results of steps are, respectively:

trace[step[�ρ :C�]][t0,t2) = t0 7→ c1, t1 7→ c2

trace[result[�ρ :C�]][t0,t2) = t0 7→ {(α1, (s, 1))}, t1 7→ {(α2, (s, 1))}

(ii) or, the selected cuts are scut[� ρ : C�] = t0 7→ c1, t1 7→ c2, and the traces of
steps and results of steps are, respectively:

trace[step[�ρ :C�]][t0,t2) = t0 7→ c1, t1 7→ c3,

trace[result[�ρ :C�]][t0,t2) = t0 7→ {(α1, (s, 1))}, t1 7→ {(α3, (s, 1))},
where each step in each time, which coincides with the cut selected at that time, is
perfectly performed. Consider that the pre-conditions of both actions α2 and α3 are
the post-conditions generated by the performance of the action α1, and the minimum
degrees of truth required for the post-conditions of both α2 and α3 are equal to 1.
Then, supposing that, in both cases (i) and (ii) above, one has that result[� ρ : C �
]t0 = {(α1, (s, k1 < 1))}, then, probably, one would have result[� ρ : C �]t0 =
{(α2, (ns, k2 < 1))} (in case (i)) or result[�ρ :C�]t0 = {(α3, (ns, k3 < 1))} (case
(ii)), characterizing examples of�ρ :C� that are non-satisfactorily performed (failed
performances whenever k1 = k2 = k3 = 0).

Example 2. Consider Act = {α1, α2, α3} and let ρ = ((α1 + α2)3 | α3)ω be a routine
with period equal to 4. The possible cuts in the performance of this routine are Cuts[ρ :
C] = {c0, c1, c2, c3, c4, c5}, where: c0 = {ε}, c1 = {α1}, c2 = {α2}, c3 = {α3},
c4 = {α1, α3} and c5 = {α2, α3}. Table 2 shows the cuts enabled during a performance
� ρ : C � in 5 cycles, the selected cuts in each time t and the trace of steps of the
performance, which was perfectly performed in the first cycle, but failed in the second
cycle, since the cut at time t6 failed. The third and fourth cycles� ρ :C� were just
non-satisfactorily performed, since the cuts at times t8 and t12 were non-satisfactorily
performed. At time t8, the action α1 of the selected cut at that time was executed in the
respective performance step, with a performance satisfactoriness degree of 0.5, but in a
non-satisfactory way (since at least one of its post-conditions did not have the required
minimum degree of truth). At time t12, the action α3 of the selected cut at that time
was not even executed in the respective performance step. Finally, the fifth cycle failed,
since the step at time t19 was empty.

3 Expectations

We consider two kinds of expectations: (i) expectations of actions, that is, that some set
of actions happen in the performance of a given routine at a given time, and (ii) expecta-
tions of facts, which are expectations that some facts become true, with a certain degree,
as a consequence of some set of actions occurring in a given routine at a given time. For
example, in calendar systems [8], expectations of actions typically occur when a user
requests that the personal assistants perform some actions for him or her. Alternatively,
expectations of facts occur when personal assistants interact together in order to fulfil a
global goal that is given by the user they support.
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Table 2. Sample performances of the routine ρ = ((α1 + α2)
3 | α3)

ω

Time Enabled Cuts Selected Cut Step Results
t0
t1
t2
t3

{c0, c1, c2, c3, c4, c5}
{c0, c1, c2, c3, c4, c5}
{c0, c1, c2, c3, c4, c5}
{c0}

c1
c1
c5
c0

c1
c1
c5
c0

{(α1, (s, 1))}
{(α1, (s, 1))}
{(α2, (s, 1)), (α3, (s, 1))}
{(ε, (s, 1))}

t4
t5
t6
t7

{c0, c1, c2, c3, c4, c5}
{c0, c1, c2}
{c0, c1, c2}
{c0}

c5
c2
c1
c0

c5
c2
c1
c0

{(α2, (s, 1)), (α3, (s, 1))}
{(α2, (s, 1))}
{(α1, (ns, 0))}
{(ε, (s, 1))}

t8
t9
t10
t11

{c0, c1, c2, c3, c4, c5}
{c0, c1, c2}
{c0, c1, c2}
{c0}

c4
c1
c2
c0

c4
c1
c2
c0

{(α1, (ns, 0.7)), (α3, (s, 1))}
{(α1, (s, 1))}
{(α2, (s, 1))}
{(ε, (s, 1))}

t12
t13
t14
t15

{c0, c1, c2, c3, c4, c5}
{c0, c1, c2}
{c0, c1, c2}
{c0}

c4
c1
c2
c0

{α1}
c1
c2
c0

{(α1, (s, 1))}
{(α1, (s, 1))}
{(α2, (s, 1))}
{(ε, (s, 1))}

t16
t17
t18
t19

{c0, c1, c2, c3, c4, c5}
{c0, c1, c2, c3, c4, c5}
{c0, c1, c2, c3, c4, c5}
{c3}

c1
c1
c2
c3

c1
c1
c2
∅

{(α1, (s, 1))}
{(α1, (s, 1))}
{(α2, (s, 1))}
∅

. . . . . . . . . . . .

Given the set E = ecuts[� ρ :C�]ti ⊆ Cuts[ρ] of the cuts enabled by a perfor-
mance � ρ :C� at a certain time ti ∈ T , it may be possible to have a cut-selection
probability distribution over E, given by χti�ρ:C� : E → [0, 1], such that, for each
c ∈ E, χti�ρ:C�(c) gives the probability of the selection of c, considering the context
C ∈ Ctx, such that

∑
c∈E χ

ti
�ρ:C�(c) = 1. Denote by ρχ the routine ρ with associated

cut-selection probability functions χti�ρ:C�, where i ∈ N.

Definition 5. Given a performance � ρχ : C � of a routine ρχ in a context C, the
cut selection expectation of � ρχ : C � at a certain time ti ∈ T is the subset of
cuts of the cuts enabled at time ti whose cut-selection probabilities are maximal in
ecuts[�ρχ :C�]t ⊆ Cuts[ρχ], that is,

csxpt[�ρχ :C�]ti =
{c ∈ ecuts[�ρχ :C�]ti | ∀c′ ∈ ecuts[�ρχ :C�]ti : χti�ρ:C�(c′) ≤ χti�ρ:C�(c)}

Given the cut scut[� ρ :C�]ti , selected at time ti in a performance � ρ :C�,
the probability that an action α ∈ scut[� ρ : C �]ti is executed in the step step[�
ρ : C �]ti by an agent, in the context C ∈ Ctx and at ti, is given by the function
φti

scut[�ρ:C�]ti
: scut[�ρ :C�]ti → [0, 1]. The probability of α ∈ scut[�ρ :C�]ti

not being executed in the step step[� ρ : C �]ti is 1 − φti
scut[�ρ:C�]ti

(α). Then, the
probability of a step being executed in scut[� ρ : C �ti ] is given by the function
Φti

scut[�ρ:C�]ti
: ℘[scut[�ρ :C�]ti ]→ [0, 1], defined by

Φti
scut[�ρ:C�]ti

(X) =
Y

α∈scut[�ρ:C�]ti

Pr(α), with Pr(α)=

(
φti

scut[�ρ:C�]ti
(α) if α ∈ X

1−φti
scut[�ρ:C�]ti

(α) otherwise.

(2)
Denote by ρΦ the routine ρ with associated step probability functions Φti

scut[�ρ:C�]ti

for each selected cut, with i ∈ N.
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Definition 6. Given a performance� ρΦ :C�, the step expectation in a cut scut[�
ρΦ : C �]ti selected at time ti, are the steps of the cut scut[� ρΦ : C �]ti whose
probabilities of being executed at ti are maximal in ℘[scut[�ρΦ :C�]ti ]:
stxpt[scut[�ρΦ :C�]]ti = {X ∈ ℘[scut[�ρΦ :C�]ti ] | ∀X ′ ∈ ℘[scut[�ρΦ :C�]ti ] :

Φti
scut[�ρΦ:C�]ti

(X ′) ≤ Φti
scut[�ρΦ:C�]ti

(X)}.
The overall step probability of any possible step being executed in a performance

� ρ :C� at a given time ti ∈ T is given by a function σti�ρ:C� : psteps[ecuts[� ρ :
C�]]t1 → [0, 1], defined by:

σti�ρ:C�(X) =
X

c∈ecuts[�ρ:C�]t1

χti�ρ:C�(c) · Pr(X), with Pr(X) =


Φtic (X) if X ⊆ c
0 otherwise,

(3)
where χ and Φ are the cut-selection probability functions and step probability func-

tions, respectively. Denote by ρσ the routine ρ with associated overall step probability
functions σti�ρ:C�, with i ∈ N.

Definition 7. The possible-step expectation of a performance� ρσ :C�ti , at a cer-
tain time ti ∈ T , is the subset of possible steps whose probabilities of being executed
by the performance�ρσ :C� of the routine ρσ at time ti and context C are maximal
in psteps[ecuts[�ρσ :C�]]t1 , that is,

psxpt[ecuts[�ρσ :C�]]t1 = {X ∈ psteps[ecuts[�ρσ :C�]]t1 |
∀X ′ ∈ psteps[ecuts[�ρσ :C�]]t1 : σti�ρσ :C�(X ′) ≤ σti�ρσ :C�(X)}.

Then, considering a routine with period π, the possible step expectation of a perfor-
mance�ρσ :C�, in a period that starts at time ti, is a sequence

psxpt[�ρσ :C�]π = psxpt[�ρσ :C�]ti , . . . , psxpt[�ρσ :C�]ti+π−1.

Definition 8. The expectation of the result of an action α ∈ Act in a context C, at time
ti, is defined as

rxpt[α :C]ti ≡
pre1 : d1, . . . , pren : dn ⇒ post1 : f1(d1, . . . , dn), . . . , postm : fm(d1, . . . , dn), (4)

where f1, . . . , fm : [0, 1]n → [0, 1] are the functions giving the expected degrees
of perfection of the post-conditions post1, . . . , postm of α, considering the degrees of
perfection d1, . . . , dn of the pre-conditions pre1, . . . , pren at time ti. 8

The expectation of the result of a set of actions X ⊆ Act, which are performed at a
certain time ti in a context C, is defined as rxpt[X :C]ti = {rxpt[α :C]ti | α ∈ X}.
Definition 9. Consider a possible-step expectation psxpt[� ρσ : C �ti ] of a perfor-
mance � ρσ : C �, at a certain time ti ∈ T . The expectation of the results of a
performance�ρσ :C� at time ti, is then defined as

rxpt[�ρσ :C�]ti = {rxpt[X :C]ti | X ∈ psxpt[�ρσ :C�]ti}.
The resulting expectation of�pρσ : C�, in a period π that starts at time ti, is

rxpt[�ρσ :C�]π = rxpt[�ρσ :C�]ti , . . . , rxpt[�ρσ :C�]ti+π−1.

8 The notion of expectation of the result of an action can be treated as a particular case of the
notion of expectation adopted in [9, 10], if one includes the treatment of probabilities and
degrees of perfection of realization of actions in periodic routines.
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Table(a) Agent actions
Action Agent: action specification
α1 a: to open the door
α2 a: to close the door
β1 b: to enter into the scene
β2 b: to approach the door
β3 b: to pass through the open door
β4 b: to withdraw from the door
β5 b: to leave the scene

Table(b) Conditions
Notation Condition
s1 the scene started
s2 the office employee is in the scene
s3 the door is closed
s4 the door is open
s5 the office employee is near the door
s6 the office employee is inside the building
s7 the office employee withdrew from the door
s8 the scene ended

Table(c) Action pre- and post-conditions
Action Pre-conditions Post-conditions
α1 {s2, s3} {s4}
α2 {s4, s6} {s3}
β1 {s1} {s2}
β2 {s2} {s5}
β3 {s4, s5} {s6}
β4 {s6} {s7}
β5 {s7} {s8}

Fig. 1. The Petri net representation and action specifications of the routine ρ

4 A Contextualized Example

Consider the routine ρσ of a porter (agent a1), who is in charge of opening and closing
the front-door of a building, and a person (agent b) who needs to get inside the building
to reach the office where he works everyday. Let the routine be represented in the Petri
net shown in Fig. 1, where Table(a) specifies the agent actions involved in ρσ , Table
(b) specifies the conditions that may occur in ρσ , and Table(c) specifies the pre- and
post-conditions of those actions in terms of such situations.

The structure of the routine ρσ can be described as ρ = (β1; (α1 | β2);β3; (α2 |
β4;β5))ω . Routine ρσ has period π = 7 and overall step probability functions σti�ρ:C�
(specified below). The possible cuts in any performance of ρ are c0 = {ε}, c1 = {β1},
c2 = {α1}, c3 = {β2}, c4 = {α1, β2}, c5 = {β3}, c6 = {α2}, c7 = {β4}, c8 = {β5} ,
c9 = {α2, β4} e c10 = {α2, β5}.

Let χti�ρ:C� be the cut-selection probability functions associated to ρσ and consider
a particular performance � ρσ : C � in a context C, where, at time t1, the enabled
cuts are ecuts[� ρσ :C�]t1 = {c0, c2, c3, c4}, and the cut-selection probabilities are
χt1�ρσ:C�(c0) = 0.05, χt1�ρσ :C�(c2) = 0.1, χt1�ρσ :C�(c3) = 0.15 and χt1�ρσ :C�(c4) =
0.7. Then, the cut selection expectation of�ρσ : C� is csxpt[�ρσ :C�]t1 = {c4},
that is, the cut that is expected to be selected at time t1 is c4 = {α1, β2}.

Consider that the cut that is selected at time t1 fits that expectation, that is, scut[�
ρσ : C �]t1 = c4. Suppose that the porter (agent a) is very attentive, and usually
opens the door (action α1) when the office employee appears in the scene. However,
the office employee (agent b) is easily distracted and sometimes stops before approach-
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ing the door (action β2) in order to do an action that is not in the routine, such as
to talk to someone or to answer the mobile phone. Suppose that the probabilities of
the actions α1, β2 ∈ c4 being executed at the step at time t1 are φt1c4(α1) = 0.9 and
φt1c4(β2) = 0.7, respectively. The possible steps of the selected cut c4 are given by
℘[c4] = {∅, {α1}, {β2}, {α1, β2}}. Then, the probability of each possible step being
executed at time t1, according to Eq. (2), is:

Φt1c4(∅) = (1− φt1c4(α1)) · (1−φt1c4(β2)) = 0.03, Φt1c4({α1}) = φt1c4(α1) · (1−φt1c4(β2)) = 0.27

Φt1c4({β2}) = (1− φt1c4(α1)) · φt1c4(β2) = 0.07, Φt1c4({α1, β2}) = φt1c4(α1) · φt1c4(β2) = 0.63.

The step expectation related to the cut c4 at time t1 is sxpt[�ρσ :C�]t1={{α1, β2}}.
The probability of the possible steps being executed in the performance�ρσ :C�

at time t1 (Eq. (3)), given that the enabled cuts are ecuts[�ρσ�]t1 = {c0, c2, c3, c4},
are:

σt1�ρ:C�({α1, β2}) = χti�ρ:C�(c4) · Φt1c4({α1, β2}) = 0.7 · 0.63 = 0.441

σt1�ρ:C�({α1}) = χt1�ρ:C�(c2) · Φt1c2({α1}) + χt1�ρ:C�(c4) · Φt1c4({α1}) = 0.279

σt1�ρ:C�({β2}) = χt1�ρ:C�(c3) · Φt1c3({β2}) + χt1�ρ:C�(c4) · Φt1c4({β2}) = 0.154

σt1�ρ:C�(∅) = χt1�ρ:C�(c0) · Φt1c0(∅) + . . .+ χt1�ρ:C�(c4) · Φt1c4(∅) = 0.126

Then, the possible-step expectation of the performance � ρσ : C � at time t1 is
psxpt[�ρσ :C�]t1 = {{α1, β2}}.

Now, consider that the possible step at time t1 is indeed the step {α1, β2}, and that
the expectation of the performance result of the actions α1 and β2 in the context C
are defined, respectively, as rxpt[α1 : C]t1 ≡ s2 : ds2 , s3 : ds3 ⇒ s4 : fs4(ds2 , ds3)
and rxpt[β2 :C]t1 ≡ s2 : ds2 ⇒ s5 : fs5(ds2) where s2, s3, s4 and s5 are situations
specified in Fig. 1(b), and fs4 : [0, 1]2 → [0, 1] and fs5 : [0, 1] → [0, 1], defined by
fs4(x, y) = min{x, y} and fs5(x) = x, are the expecting functions of actions α1 and
β2, respectively, as specified in Eq. (4). Thus, the result expectation of the performance
�ρ :C�, at time t1, is rxpt[�ρσ :C�]t1 = {{rxpt[α1 :C]t1 , rxpt[β1 :C]t1}}.

Finally, consider the result expectation rxpt[α1 :C]t1 and suppose that the door is
half-open and that the porter is not sure that the employee is already at the scene, such
that the degrees of perfection of α1’s pre-conditions are ds2 = 0.9 and ds3 = 0.7 at
time t1 in the context C. In such a situation, the result expectation of the performance
of α1 is that the door may not be opened correctly, since the degree of perfection of
α1’s post-condition s4 is expected to be fs4(0.9, 0.7) = min{0.9, 0.7} = 0.7.

Notice, however, that the notion of routine is defined so that even if all pre-conditions
are totally true (i.e., ds2 = ds3 = 1, so that fs4(1, 1) = 1) there is always a possibility
that the door is not correctly opened after the performance of α1. For instance, the ac-
tion α1 may not be performed correctly, or some condition (which happens only rarely
and so is justifiably not included in the routine) occurs negatively affecting the result of
the action.

5 Conclusion

This paper introduced an objective notion of expectation of actions and facts in the con-
text of routine-oriented multiagent systems. Expectations were defined on behavioral
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terms, inspired by the notion of maximal expected utility, where utility values were sub-
stituted by degrees of perfection of actions (involving degrees of perfection of facts).
The proposed notion of expectations was defined in order to ground the cognitive con-
cept of expectation in the context of routine-oriented multiagent systems. In this way,
notions that are essential for proactive agents, like surprise and disappointment, can be
defined in such context. We hope to integrate these aspects in our future work. In terms
of applications, such as modeling family behaviors in domestic settings [7], our pro-
posed approach may help the cognitive modeling of expectations, since the subjective
model should be compatible with the objective one. The same may happen for personal
assistants in, e.g., calendar systems [8].
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Abstract. The  capacity  to  apply  knowledge  in  a context different than the 
one in which it was learned is  still an  open  research  question  within  the  
area  of  learning agents. This paper specifically addresses the issue  of  transfer  
of  knowledge  acquired  through  online  learning  in a partially observable 
environment characterized  by  its  2D  geographical  configuration. We 
propose an autonomous agent architecture combining an agent-centered 
representation and the supervised and unsupervised learning of discriminating 
concepts to achieve efficient cross-map transfer. Our preliminary experiments 
on a  grid-world  environment  where two  agents  duel  each  other show  that  
the  agent’s  performances  are improved through learning, including when it is 
tested on a map it has not yet seen. 

Keywords: Generalization, Abstraction, Agent, Transfer Learning 

1 Introduction 

Learning and transfer of knowledge is a cross-discipline issue for those interested in 
understanding or simulating intelligent behavior. Knowledge transfer opens up the 
possibility of improving both learning speed and global performance of a system on a 
problem close to a known one. It has been addressed in particular by research in 
cognitive psychology and neuroscience [1]. In Artificial  Intelligence, the  ability  to  
generalize has been  an  important  focus of study,  but  mainly  in  the  field  of  
classification [2], i.e.  for the  identification  of  new instances of a given concept (e.g. 
spam recognition). Within the agent community, though a significant amount of 
research addresses the exploration of unknown environments,  it mostly focuses on 
the exploration optimality, regardless of whether it is carried out in a mono- [18] or 
multi-agent setting [17]. Thus, with the notable exception of Case Base Reasoning 
[5], until recently, little effort had been put into the transfer of learned knowledge. 
Indeed, the need  for  an agent  architecture which  integrates  learning  and  transfer  
capacities has  become crucial  in recent  years  with  the  development  of  new 
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application domains using, or open to the  use of, autonomous agents, such as video 
games, military simulations or general public robotics. 
Work  in  the  area  of  strategy  games  is one concrete example; it has led  to 
techniques which  let  agents  learn strategies  through  playing [3,4]. Yet, learned 
strategies are only relevant to the game context in which they have been learned, that 
is to say a scenario, and more pointedly a specific "game map". Hence,  each  new  
scenario  requires  a  new phase  of  learning since  previous  experience  on previous 
game maps is not put to use. Recent work try to go beyond these limitations. 
However, they cannot be easily applied in open and/or complex environments as they 
require the full description of the state-action space.  
The goal of this paper is to present a robust learning agent  architecture  able to realize 
efficient cross-map transfer in open or complex environments. To this aim, its main 
feature is to discover from an agent-centered point of view abstract concepts which 
allow the transfer of knowledge learned on a given topology to a different one, yet 
unknown. In the following we briefly introduce relevant literature. Next, we describe 
the proposed architecture and a preliminary  evaluation  thereof in a simplified  game  
environment where the relevance of a learned concept is evaluated from the 
standpoint of the agent’s performances. Finally, we discuss experimental results and 
current limitations of our approach before concluding with some perspectives. 

2 Related Work 

An important part of recent work tackles the learning and transfer of knowledge 
problem by means of the Reinforcement Learning (RL) framework [6, 7, 8, 16]. To be 
able to generalize and to use RL in complex worlds, [6]  assumes that states of the 
modeled Markovian Decision Process (MDP) are of different types (in a restricted 
number). This assumption simplifies the representation of the environment enough to 
allow the use of RL methods. However, the different types of states are determined a 
priori , which reduces the use of this technique to known and closed worlds. With a 
similar idea, i.e. to generalize across states, Dzeroski & Driessen [4] proposed the 
Relational Reinforcement Learning approach (RRL). This attractive combination of 
RL and Inductive Logic Programming is based upon the relational structure of the 
problem to abstract from the current goal. However, if RRL showed generalization 
abilities which are absent from traditional RL techniques, the use of first-order logic 
generates a sharp increase in the number of components usable for the complete 
description of each state. This increase led to the emergence of the same drawbacks as 
the tabular representation initially used in RL and does not allow its use in complex 
environments. 
In the last few years, research on learning and transfer has found excellent test beds in 
the area of games. Indeed, games, and especially Real-Time Strategy (RTS) ones, 
provide research environments which are rich and complex, often stochastic, and 
favor experimental work [9]. In this context, a first approach of transfer models game 
states at a high level of abstraction meant to describe the state globally.  Alternatively, 
another approach is to consider each unit or character of the game as an autonomous 
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agent interacting with the environment and processing only the information it can 
perceive locally. 
Following this last approach, [10] tackles knowledge transfer within the SOAR 
cognitive architecture [11] and follows an agent-centered approach. The test bed is a 
first-person-shooter map where the agent's goal is to move from one point to another, 
and where some topological changes occur between the learning and test phases. It 
uses learning mechanisms based upon creation/modification2 rules and on the storage 
of all spatial knowledge to reach this goal. However, storing all  the  topological  
information  requires  the  use  of  huge  amounts  of memory which does not allow 
applying it on a larger scale.  
With the same application domain, [16] addresses the problem at a high level of 
abstraction. It represents the structure of the problem as a relational MDP to tackle the 
planning problem on different maps in a RTS. However, the required full description 
of the state-action space does not allow the use of this approach in open or partially 
observable environments. More recently, [8] has proposed an architecture where an 
agent controls from a central point of view all the units from its side using a CBR 
learner defined as a combination of CBR and RL. This proposal was tested on a 
strategy game simulator, on a scenario where each side aims to destroy enemy forces. 
Their system builds a high-level description of the game state using only global 
information  such  as  percentage of units  "alive"  on  each side, percentage  of  
territory controlled, etc. This radical abstraction makes the representation independent 
from any given map or game context. The  architecture  then  selects  an  action  
solely  as  a function  of  this  high-level description. Results obtained with this 
approach indicate its ability to reuse learned knowledge when initial positions and/or 
number of units vary. However,  the  fact  that  the game state description on which 
decisions are made is completely unrelated to the context (including  its  topology)  
constitutes  a  major  obstacle  to  more  ambitious transfer. Thus, a map of higher 
complexity, or a complete change of environment will not impact the state description 
and lead therefore to only one high level description for two distinct situations.  As a 
result, only one action will be chosen where two different actions have to be selected.  
In summary, the research described above  make strong assumptions such as being 
totally independent of the context or knowing the structure of the problem in advance. 
In the next section, our proposal attempts to go beyond these limitations. 

3 An Architecture for Cross-Map Transfer 

3.1 Abstraction and Situated Representation 

We consider a representation using the notion of a situated agent. It lets one change  
from a central, globalized point of view, often used in work on strategy games to an  
agent-centered perspective.  
 

                                                           
2 In Soar, agent’s knowledge is represented as rules. 
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Definition 1 (Situation).  A situation is the world view as perceived by the agent from 
its sensors at a given moment. 

 
A situation is the basic level of information; data obtained from sensors are 

expressed as a set of attribute-value couples. Our first assumption is that the 
elimination of information outside the sensors’ field of view, considered as a 
“passive” abstraction [12] and usually seen as a constraint in domains  such  as  
situated  robotics [13], brings  significant advantages here. It offers the possibility for  
the  agent's  reasoning  to  be  independent  of map-specific  (x,y)  coordinates and  of  
the  environment’s complexity,  in  terms  of  size  as well  as richness. However, by 
using  agent-centered  limited  perceptions  and representations, we lose some 
possibly relevant state information and enter the realm of  partially  observable  
environments. Thus, if the  environment  contains multiple  agents,  they  become  
unobserved  and  unpredictable; which means  that  the environment  is  not  
stationary  anymore.  These  properties are  usually  working hypotheses in  most  
learning  agent frameworks,  as  they  are  necessary  to  guarantee  convergence  with 
typical  learning algorithms. Doing without them requires special attention. 

3.2 The Duel Example 

Before presenting in detail our architecture, we introduce an example that will be used 
both to illustrate our following explanations as well as to evaluate it in the 
experimental section. Consider a grid-world type of environment where each location 
on the grid is characterized by its altitude besides its (x,y) coordinates. 

 

 

Fig. 1. Map (a) corresponds to the learning environment. Maps (b) and (c) respectively 
correspond to the Mountain and Cirque test environments. Altitude varies from blue (level 0, 
the lowest) to red (highest). 

The effective field of view of an agent evolving on this map takes into account the 
obstacles present. As a consequence, the field of view of an agent located on a high 
position is better than the one of an agent located downhill. 
The chosen scenario consists of a duel between two agents evolving within the above 
grid-world. Each agent’s goal is to become the last survivor. They have available a 
range weapon and have to hit their competitor twice to win. The probability of hitting 
when shooting depends on the shooter-target distance as well as the angle of 
incidence of the shooting. A horizontal shoot has a very high hit probability,  whereas  

(a) (b) (c) 
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when  two  agents  are  located  at  different  altitudes,  the  one positioned higher will 
have a hit probability much higher than the lower one. 

 

Fig. 2. A simplified version of available rules for a duel 

3.3 Architecture 

Our architecture is based on a perception-action loop involving several components.  

 

Fig. 3. General architecture of a learning agent for cross-map transfer 

As  shown  in  Figure 3, an agent  has  a memory  to  save  facts,  learned concepts 
and rules about  the environment (Concepts and Environment rules’ Databases). 

Definition 2 (Concept) Let  pre  Action be a rule. 
A concept is a couple <pre, descr> where descr is the agent's representation of the 
precondition pre, learned from its world view (the situations). 

Thus, the learning mechanism (Concept Learning), using both supervised and 
unsupervised methods, continuously extracts patterns from perceived situations and 
associates them to the premise of the agent's actions/decision rules (red process in Fig 
3). An inference engine (Action Selection) uses the relations between these different 
elements in order to select the actions that can lead the agent toward its current goal. 
The automatic recognition in the current situation of a prior learned pattern 
(Identification) helps reaching better decisions. Thus, learned concepts are used as an 
interface between the physical sphere and the representation sphere. 
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3.3.1 Learning Phase 

As shown in the duel's rules example, Figure 2, the agent’s internal state is defined by 
one or more variables. An  agent's  change  of internal  state  corresponds  to  a  
change  in one of  its  attributes. A change occurs as a consequence of the agent's last 
action or of another agent's one. Without prior knowledge, the learning or discovery 
of a new concept proceeds in three stages: 

1. Save in the Temporary  Situation  Base (TSB)  all  situations  newly encountered  
when  a  change  in  the  agent's  internal  state  occurs.  Each saved situation is 
associated to the pre-condition part of the last action rule used.  

2. Apply  a  learning  algorithm  to  infer  a  pattern  when  the  number  of  situations 
associated with the same precondition is above a threshold N.  

3. Add the resulting couple < pre, pattern> into the Concept Base (CB). 

In our duel example, if we consider that the weapon cartridge clip is not empty, then 
the Shoot action can only be used when an agent perceives its enemy. After a 
successful shot has killed its enemy, the shooter-agent's final goal is reached. This 
internal state change triggers the learning algorithm. Thus, the current situation is 
associated with the pre-condition see(x,y). After N duels, the agent discovers that 
being located, for example, at a high point, improves the chances of seeing  the enemy 
and therefore of winning. 
 
In stage (2), two types of learning mechanism are used depending on whether the 
target concept is related to the final goal (case A) or to a sub-goal (case B). 
 
Definition 3 (Sub-goal). A sub-goal is an intermediary objective considered by the 
agent as a necessary condition to reach its final goal. 
 
The reason for this distinction is that we hypothesized that concepts linked to win- 
lose situations can be defined within a single representation. Assuming that it is true, 
winning and losing situations can be opposed and form two classes which can be 
discriminated more easily using classical learning algorithms. However, if the 
targeted concept is a sub-goal - e.g. to find a cartridge clip at the beginning of a duel - 
the only situations available to store will be the ones obtained when this sub-goal is 
reached. 

A) Concept related to the final goal, learned under supervision 

Environments in which agents evolve are, just as the real world, stochastic. There is 
therefore a significant amount of noise  in  the data from which  we  wish  to extract a 
relevant situation's pattern. To tackle this, our algorithm (Algorithm 1 below) firstly 
removes some noise from data using a majority vote process (line 1 to 9). After this 
step, it then infers a pattern among remaining situations using a probabilistic 
classification tree3 based on the C4.5 algorithm [14]. 

                                                           
3 The  classification  tree  was  selected  after  having  tested  a  number  of  learning  
algorithms  including Clustering, Boosting on MLP, KNN, Kmoy and SVM. 
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Algorithm 1.  Learning a concept related to the final goal 

Once these two stages have been realized, the new association between a pattern and a 
precondition is added to the Concept Base (CB). Finally, the situations associated to 
the precondition of the action having triggered the learning phase are removed from 
the Temporary Situation Base (TSB). 

B) Concept related to a sub-goal : process of characterization 

Characterizing the concept consists of identifying attributes whose values show a 
pattern within the subset of situations associated with one pre-condition. Let us 
consider that attribute L is representative of a given concept whenever more than α of 
its instances lie within the interval defined by a variation of γ around its mean value. 
The resulting situation constitutes a prototype for the concept which originated the N 
situations under consideration. In a manner similar to what was presented in Case A 
above, situations used from the TSB are deleted, and the new concept is added to the 
CB. 
 
In order to distinguish the various processes at work in our architecture, we have so 
far considered that the CB was initially empty during the recording of <pre, new 
situation> couples in the TSB. However, our architecture needs to be able to use a 
concept already learned. As a consequence, when the CB is not empty during the 
recording of new situations in the TSB, a similarity measure is applied between new 
incoming situations and the descriptions of learned concepts. If a correspondence is 
detected (similarity above a threshold), the couple <pre, pattern> in the CB is updated 
with an additional precondition and the incoming situation is deleted. The same 
similarity measure will be used in the decision phase presented in the following. 

3.3.2 Decision Phase 

The inference engine, prolog, is interfaced with the agent’s learning and action 
mechanisms (themselves implemented in Java). At each time step, the situation 
perceived by the agent updates the set of facts available to the inference engine. 
Prolog then uses its model of the environment and known facts so as to ‘prove’ the 
desired goal and to select the best action. 
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Algorithm 2. Decision-Action loop 

During the identification stage, at line 10, the agent considers virtually all the 
positions it can perceive in its field of view and evaluates their quality relative to the 
targeted concept. The identification carried out at each location works in two different 
manners depending on whether the description obtained from the Concept Base (line 
8) is an identification function (Case A: concept related to the end goal) or a prototype 
(Case B: concept related to a sub-goal). 

A) Identification of a concept related to the end goal. 

Using the disambiguation process previously introduced in Algorithm 1, virtual 
situations detected within the horizon of the agent are filtered. Then, the classification 
tree computes for each situation its relevance level to the concept the agent is looking 
for (where 1 means certainty and 0 the opposite). To limit the risk of 
misclassification, only a virtual situation with a confidence value above a threshold β 
(β in [0, 1]) can be selected. 

B)  Identification of a concept related to a sub-goal 

In this case, the element extracted from the Concept Base is a situation prototypical of 
the target concept. To estimate the similarity over attributes describing the various 
situations, a non-informed similarity measure based on the Euclidian distances is 
applied between the prototypical situations and perceived ones4. As for a concept 
related to the end goal, only a virtual situation with a similarity value above the 
threshold β is selected. 

4 Experimental Evaluation 

In this section, we describe an empirical evaluation of the learning and transfer 
capacity of our architecture. As introduced in 3.2, we chose to test our architecture in 
a grid-word type environment where two agents duel each other. To this aim, we set 

                                                           
4 The Euclidian distances were selected after initial experiments with Manhattan, Euclidian and 

Mahalanobis distances. 
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up three maps of varying topologies, sizes and maximum altitudes. Each action’s 
availability depends on the agent’s current situation. The shoot action is automatically 
executed when an agent perceives its enemy in its field of view. This was decided so 
as to reduce the simulation time. The result of the shoot action (target hit or not) is 
stochastic and depends on a number of characteristics unknown to the agent. 

4.1 Experimental Setup 

To test the impact of learning a single concept on the performances, changes of 
internal states leading to the storing of situations and the learning of a concept are 
only to be related to end-game situations. We therefore consider that ammunitions are 
unlimited. N, the threshold that triggers the learning algorithm is set to 20. The β 
parameter is set to 0,8. Parameters α and γ are set respectively to 0,75 (overqualified 
majority) and 0,1. η, θ and ε, the different parameters in algorithms 1 and 2, are set to 
0,1. Performances are evaluated based on three criteria : the percentage of victories 
obtained by each agent,  the average  number  of  time  steps  needed  to  end  an  
episode  or  game  (i.e. when a agent wins) and the evolution of the proportion of the 
environment explored by each agent over time. 

 
The first experiment aims to evaluate the ability of an agent to transfer knowledge to a 
new environment. To obtain a baseline, 1000 duels between two random agents are 
run for the three considered environments. Next, one learning agent runs a series of 
episodes against a random one on the learning environment until it learns one concept 
related to the final-goal. Then, the learning step is deactivated and we run a series of 
1000 episodes opposing a random agent and the trained agent on the three 
environments. 
The second experiment aims to evaluate the capacity of our architecture to produce a 
behavior of a higher efficiency by adding a memory component. Indeed, in the first 
experiments, stimuli from the agent's sensors do not provide any temporal 
information. An agent is not able to know if it is currently in an area it just left a few 
steps ago. Consequently, it can move for a long time in an area where there is no 
enemy. If information from the new sensor, which is added to the description of each 
situation, is recognized as relevant during the concept learning, it may improve the 
results because of a better spatial exploration. Following the protocol previously 
introduced for the first experiments, an agent thus upgraded is therefore evaluated 
against a random one.   
In the presentation of all results, we refer to the three types of agents as follows: 
- Random: baseline agent, with no knowledge or learning mechanism. 
- Intel_1: agent having discovered/learned a concept related to the end goal. 
- Intel_2: agent with a short-term memory having learned a concept related to the 

end goal. 

4.2 Results 

The tree learned in the first experiment (fig. 4 below) shows  that the agent will favor 
situations with a good field of view, or, if the field of view is considered  average,  
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(a) 

situations  where  average  altitude  around  the  agent  location  is lower than its own. 
Thus the learned concept drives the agent to search and follow the map’s ridge paths. 

 

Fig. 4. Tree automatically generated and associated to the see(x,y) precondition. A value above 
0.75 indicates a favorable situation. Dotted lines indicate sub-trees that were manually pruned 
from the figure for better clarity. 

The results obtained for the two first evaluation criteria on the three environments are 
presented in fig 5. They show that the concept learned is sufficiently relevant to 
improve performance on the training environment. Furthermore, results obtained on 
the two test environments are even better than those from the training environment. 

 

  
Fig. 5. (a) represents the percentage of wins for agents random (1), Intel_1(2) and Intel_2 (3) 
respectively, all against a random agent - (b) shows the average duration of a duel for the three 
types of agents facing a random agent. In each case, results are given in the three different 
environments after 1000 duels. 

 
Figure 5.a shows that Intel_1 improves results over a random agent by 22% in the 
training environment and by 26 to 42% on test environments. Intel_2 improves results 
by 15 to 32% depending on the environment. However, as it performs worse than 
Intel_1, it looks as if its memory is more of a hindrance than an advantage here. 
Results obtained in fig 5.b, with the second evaluation criterion (the length of a duel) 
modify this last result: Intel_1 increases the average duel time for two of the three 
environments while Intel_2 drastically reduces the time on all three of them. Results 
of Intel_2 indicate that the temporal information is recognized as relevant during the 
concept learning and is profitable, considering the duration of a duel at least. For the 
third evaluation criterion, the general shape of graphs is similar for all 3 environments 
so we give below in figure 6 the results for the Mountain environment only. 

(b) 
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Fig. 6. Evolution over time of the proportion of the environment explored, for each agent in the 
Mountain environment. 

Because of its memory the Intel_2 agent goes over a larger part of the environment in 
a given time interval. It is therefore more likely to encounter its opponent than 
Intel_1. The latter, without short-term memory, repeatedly crosses  the same zone. In 
this context, Intel_1 has an advantage: as actions are simultaneous, the one moving 
can very well enter the field of view of its opponent and get shot immediately. Agent 
Intel_1 takes "fewer risks", and therefore plays longer and wins more often. 

5 Discussion 

Though our results provide evidence regarding the validity of the principles behind 
our learning architecture for the transfer of knowledge, a lot of work remains. First of 
all, the unsupervised learning of concepts related to sub-goals must be evaluated. For 
this purpose, experiments where agents begin each duel without ammunition are in 
progress. Next, the topology plays a large part in determining the ability of the agents. 
Thus, a thorough study in more various and more complex environments has to be 
done to prove our architecture's robustness when scaling up. Besides these points, our 
architecture suffers in its current form from several limitations. Thus, our architecture 
lets our agents identify desirable situations within their environment by making use of 
the game’s rules.They are,however, not able to reason on what constitutes undesirable 
situations for them. Using a model of the environment to model the goals of the 
opponent would be relevant to avoid situations which are desirable to the enemy.  
Irrespective of these points, it is interesting to note that our architecture does not seem 
to suffer from the agent-centric drawbacks highlighted in [15]. Indeed, results show 
that the impact of switching from a complete world representation to a partially 
observable one makes the learning performances fall drastically to the point of failing 
to reach the targeted goal. One possible explanation is that their work relies on RL 
algorithms. In this framework, properties of perceived objects are independent of their 
functional utility. Conversely, in the line of research we follow here, the essential role 
of perception is to give access to information organizing the action. Thus, perceived 
properties of objects must be dependent on the actions capacity of the agent. Our 
architecture relies on this principle and lets an agent learn to choose a state with the 
goal of executing an action resulting from a reasoning process. 
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6 Conclusion and Perspectives 

We have proposed a new learning agent architecture for cross-map transfer. Initial 
results are encouraging. They show that our architecture does lead to a relevant 
knowledge transfer in stochastic environments regarding topological information, 
which proves efficient when the environment changes. Besides some necessary 
improvements discussed in section 5, one short-term perspective is to evaluate the 
efficiency of our learning architecture facing the Reinforcement Learning approach. 
This experiment will allow us to compare both the adaptability and efficiency of our 
approach to the RL-based ones in the transfer context. With a long-term view, an 
important perspective for this work is to extend the architecture to address the multi-
agent framework. The choice of knowledge representation proposed here is 
compatible with the use of a command hierarchy where low-level units with local 
information can interact and share their knowledge at the strategic level. We aim to 
tackle the issue of communication and coordination between agents at this level. 
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Abstract. We present a generic platform, called IViHumans, for mate-
rializing a system of multiple intelligent agents into virtual humans. It
is intended to be flexible and applicable to diverse realistic simulation
environments. The platform is composed of two layers: the Graphical
Layer, and the Artificial Intelligence Layer, that can run autonomously.
The architecture of our platform was conceived in order to allow the two
layers to control the virtual agents at different detail levels.

1 Introduction

The simulation of virtual humans (VHs) is an immense challenge that requires
the resolution of many problems in various areas. In order to simulate virtual
humans in virtual worlds we have to combine realistic representations of hu-
mans, including the capability of expressing emotions, along with mechanisms
to simulate the behaviour [1].

In 1987, Craig Reynolds was responsible for bridging the gap between artifi-
cial life and computer animation, introducing behavioural animation techniques
[2]. Since then, intensive research in this area has been performed giving rise
to several techniques widely used with many different purposes. Entertainment
industry has been exploring and using these techniques in games like ”The Sims”
and films like ”The Lord of the Rings”. A different context of application, cov-
ered by an important number of approaches, allows the exploration of stressful
social situations in the safety of the virtual world [3–5] and, fully or partially,
covers a number of technical areas in Artificial Intelligence.

Research in VHs needs to use the results from Artificial Intelligence in or-
der to achieve believable characters, while research in Multi-Agent intelligent
systems can profit from virtual humans frameworks for evaluation and increas-
ing the usability of the applications. Believable characters require that agents’
behaviour should not be scripted, but should rather emerge as a result of au-
tonomous agents’ interaction, in a shared environment.

We have been developing a graphical visualization platform, called IViHu-
mans, for multi-agent system execution with the intention of applying it to the
development of realistic and compelling simulation environments for some real-
world situations, such as training, education and entertainment. However it is
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intended to be a generic platform, not specialized in a particular problem or
domain.

To pursuit this goal, the IViHumans platform is composed of two separate
layers, one for Graphical Processing (GP) and one for the Artificial Intelligence
(AI) computation. A special concern then is the interconnection between these
two layers. They must be able to express the control of the embodied virtual
agents at different detail levels. Support for relevant aspects such as sensory
honesty, as described in [6], or the attention focusing needed for effective planning
must be distributed among the two layers, maintaining a clear separation of
concerns and responsibilities. Also, the interconnection between the two layers
must accommodate their potentially different response speeds and account for
delays of communication between them, without compromising the believability
of the virtual human characters.

In the last decade some other authors have presented work integrating multi-
agent systems with graphics components. In [7] a game-oriented multi-agent
framework, built over the JADE multi-Agent System platform is presented. That
approach is similar to ours, in that the MAS module and the visualization module
work independently of each other. However in their system the simulation is
centralized in the MAS, having the visualization module with the sole duty of
exhibiting the world without allowing interaction.

Several other authors have used BDI agent platforms together with game
engines or specific visualization platforms. Some of those works concentrate on
particular types of applications and agents. For instance, in [8] an environment
based on the Unreal Tournament game engine and the Soar AI engine is de-
scribed, concentrating in the development of complex AI agents for interactive
drama applications. In [9] BDI agents that model expert players of Quake 2 are
developed.

In [10, 11] the BDI model is also used to control animated characters in virtual
worlds. In their work, 3D articulated characters are controlled in real time by
cognitive agents that are clients of the environment which, in its turn, acts as
a server and is responsible for managing the information that can be perceived
by the agents. However their architecture is limited in that everything an agent
can perceive must be listed a priori in a list of boolean statements.

In [12] the JACK agent language is extended with a specific perceptual/motor
system that allows the agents to interact with a graphical interface. Our approach
is instead to make the GP layer responsible for the perception and basic motion
of the agents, thus decoupling the perceptual/motor system from the cognitive
part of the agents and making it more independent of the agents implementation.
In [13] a military simulation tool, ROE3, is presented where the agents are also
implemented using JACK. In ROE3, an Integration Layer translates messages
between the agent and the synthetic environment, being able to aggregate raw
percepts into higher level percepts. In this respect, our platform incorporates a
similar translation mechanism, as part of the AI Layer, in the form of interface
agents.
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In the following section we present the general architecture of the IViHumans
platform. In section 3 a brief general description of the GP Layer is presented
followed by some detail of the implementation of the movement of the synthetic
characters. In section 4 we present the AI Layer, describing the several types
of agents that constitute the MAS system, namely the interface agents, the
intelligent agents and the monitoring agents. The last section summarizes this
work and discusses some future work.

2 Architecture

The IViHumans platform separates the GP layer from the AI layer, an approach
that was already found in works such as the JGOMAS system and the ROE3
architecture. However our proposal differs from them by having the amount of
responsibility of each layer well balanced. For instance, in what regards sensory
honesty, the physical limits to what can be perceived by a character are controlled
by the GP layer while the cognitive restrictions reside on the AI layer. Also, the
GP layer is responsible for quickly handling low-level aspects, such as collision
response, while the AI layer deals with the more complex cognitive behavior,
using symbolic representations. As a side effect, this architecture also reduces
considerably the communication overhead.

The GP layer is built on top of the rendering engine OGRE (www.ogre3d.org)
and relies on the rigid body dynamics engine ODE (www.ode.org). The Multi-
Agent system – the core of the AI layer – is built upon the JADE (jade.tilab.com)
platform. The choice of all the underlying software for the platform obeyed well
defined criteria, such as the quality of the provided features, the price or the
existence of an active community of users.

Fig. 1: The Graphical Processing and Artificial Intelligence Layers.

The communication between the two layers (figure 1) is performed by means
of TCP sockets. Two reasons underlie this option: first, each layer uses a different
implementation language (C++ for the GP layer and Java for the AI layer);
second, we intend to use the platform in a distributed environment. The GP
Layer is responsible for the representation of all the elements contained in the
virtual world, among which the virtual humans are the most important. Because
the environments are dynamic, the GP layer must reproduce the appropriate
animations that carry the flow of occurrences, consistently enacting the evolution
of the world and its components.
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3 Graphical Layer

The GP layer is responsible for exhibiting the evolution of the virtual world,
representing all the elements contained in it (among which the VHs are the most
important) constantly updating their state, and reproducing the appropriate
animations.

The IViHumans platform handles VHs whose actions rely, for the time be-
ing, on three main skills: perception, movement, and emotion expression. A VH
perceives its environment through a ray-casting synthetic vision algorithm [14].
Besides the effects of emotions on their behavior – something that the AI layer
may take care of – the VHs can show composite facial expressions to immediately
convey their internal emotional state. An explanation of the techniques used to
accomplish emotional expression of the VHs can be found at [15].

The motion of the VHs is supported by the concept of steering behavior,
according to what was introduced by Craig Reynolds at [16]. We also follow his
proposal for hierarchically categorizing movement in three layers: locomotion,
steering and action selection (in order of growing abstraction). The former two
are under the domain of the GP layer, while the last and topmost layer can
either be included in the AI layer – which happens for virtual humans – or be
absent – so that human users can directly control avatars. The action selection
layer operates by activating and parameterizing steering behaviors to achieve
the desired goals, according to agents’ planning. Locomotion corresponds to the
choice of the appropriate animations on the basis of speed and according to rules
that are unique for each VH model. In the remainder of this section we detail
how steering behaviors are integrated in the GP layer, as a sample grounding
base for the explanation of the activity of the AI layer.

3.1 Movement of Characters

To implement the steering of the virtual humans, we closely follow Reynolds’
proposals, although we introduce a few ideas of our own. Because movement
through steering behaviors could be applied to a myriad of entities, we decided
to bring it apart from the implementation of any particular entity. This way,
we created a class that models any moving entity as a point mass, as Reynolds
did with his vehicle model. This MovingCharacter class is not associated with
OGRE, except in that it uses some basic data types provided by this library
(e.g. vectors).

A MovingCharacter is essentially characterized by a mass, a position, a ve-
locity and a vector that specifies his facing direction. This facing vector may be
automatically updated when the character moves so that it is always tangent
to the path the MovingCharacter follows. When the character is still, it is left
unchanged. However, we did not want to restrict the movement of a virtual hu-
man in this way and so the automatic update of this vector is not mandatory.
It should be deactivated if one intends to have the character moving in any way
that requires his local depth axis not to be collinear with the velocity vector,
that is, if the character must move in one direction while facing other way.
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The movement of the MovingCharacter is ruled by steering behaviors that
specify the forces he should apply on himself. The movement produced by these
forces is computed according to the basic laws of classical physics, except for
the fact that it is restricted by maximum values for force and velocity. These, as
well as some other values that do not vary, are loaded upon construction from a
configuration file that is unique for each character.

Steering behaviours are sometimes criticised for being hard-wired into the
code [17]. In an attempt to overcome this problem, we separate the character
from the actual behaviors, employing polymorphism and object oriented design
in general. A MovingCharacter may have one instance of SteeringBehavior, which
is the common interface to all the steering behaviors that may be defined (see
figure 2). Any instance of SteeringBehavior can be plugged in and out of the
MovingCharacter at run-time.

Fig. 2: Conceptual model of the main portion of the GP layer that deals with steering

The behaviors SeekBehavior and ArriveBehavior are directly inspired in the
corresponding behaviors explained in [16]. The former returns a force that fully
accelerates the character towards a target point, while the later does the same
thing only until the character’s distance to the target becomes lower than some
predefined threshold. At this point, it will start to produce a force that is opposed
to the movement and the character will decelerate until he eventually stops.

The behavior WalkBehavior does the same as one of the three rules that
underlie the flocking behavior in [2]: it tries to match the velocity of the character
with a given target velocity. This behavior is useful to have the AI control a
virtual human at a lower level, as well as to have a user directly “piloting” an
avatar. We also introduced the behavior FollowPointsBehavior that guides the
character through a sequence of n targets by making him seek the first n − 1
targets and arrive at the nth target. This last behavior is useful, for instance, to
make the character follow a path plan. Besides these steering behaviors, many
more may be implemented.

Although the MovingCharacter can only be associated with one SteeringBe-
havior, there is a special SteeringBehavior for combining more than one. It is
called CombineBehavior and it is an abstract class that has the general func-
tionality for coupling other SteeringBehaviors. This class can be extended to
implement different ways of combining the forces calculated by encapsulated
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behaviors. Currently, we have just one such implementation – which lies in
SimpleCombineBehavior – that simply adds the forces returned by contained
behaviors, returning the net force. In the future, we intend to add other ways
of combining SteeringBehaviors (e. g. with priorities). This design follows the
Composite Pattern. In what concerns locomotion, the IViHuman objects map

Fig. 3: VHs moving independently

the abstract movement functionality of the class MovingCharacter into actual
observable movement, by applying the correct transformations to the model that
represents the corresponding VH and animating it accordingly (figure 3).

4 Artificial Intelligence Layer

While the GP layer hosts the bodies of the virtual humans, the AI layer manages
their minds. Each virtual human is controlled by one or more agents that entitle
him with intelligent behavior. The evolution of the world is due to the effects
induced by both layers.

In our architecture the AI layer comprises two main categories of agents:
interface agents and cognitive agents. The cognitive agents, together with the
service agents and meta agents, are the intelligent components.

In order to give some degree of control over the agents, we include another
class of agents: monitor agents. These agents act as supervisors, providing a
mechanism to manipulate the cognitive agents directly, forcing their behaviour
and consequently interfering in the simulation.

4.1 Interface Agents

The interface agents, one for each virtual entity, manage the communication
with the virtual entities, receiving sensory information and sending commands
(figure 4). Although these agents can act as a raw connection between both
layers, they have two additional functions: to provide a sensing/acting cycle
that further separates the communication aspects of the control of the virtual
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humans from the more complex, and possibly slower, cognitive aspects; and
to offer a translation/filtering mechanism between crude data and symbolical
representation. We can split these functions in four main components:

– Sense: requests sensory information from the GP layer at a defined rate,
saving it into a buffer. The various requests from the cognitive agent compo-
nent for sensor data are obtained from this buffer (the sensor data buffer).
This isolates the sensor particulars (refresh rate and cycling) from the higher
cognitive levels.

– Act: reads the next command from a buffer (the command buffer) and sends
it to the GP layer. This feature detaches the agent cognitive level from the
physical details, for instance, the number of commands that the GP layer is
capable of processing in a time slot.

– Sensor data translator/filter: translates raw sensor information in sym-
bolic equivalents or more abstract and constrained representations. This is
achieved by splitting the information into clusters of similar data. For in-
stance, a color name can correspond to an interval of values in the rgb
gamma.

– Command translator: translates the higher level commands used by the
cognitive components of the agent into the lower level commands used by
the GP layer and saves them in the command buffer. The translation can
be achieved by using predefined schemas for action decomposition. Another
alternative is to incorporate a planner that produces in real time the desired
action sequence.

Fig. 4: Artificial Intelligence Layer detailed.

The GP layer, on the other hand, has its own interfacing component, com-
posed by two unique objects: one that deals with the routing of messages to the



398 L. Moniz et al.

adequate recipients and another one that acts as a special receiver for messages
that are not directed to any particular entity, being instead targeted at a global
manager, capable of operating global changes over the environment.

The concrete entities that must be able to receive orders from the AI layer,
such as the virtual humans, will do so through an adapter component that
manages to unravel the meaning of messages, translating them to the appropriate
method calls.

4.2 Intelligent components

The objective of these components is to provide an intelligent control over the
virtual entities. We can classify these components according to their main func-
tion into three categories: cognitive agents; service agents; and meta agents. As
stated before, each entity in the virtual world is controlled by the intelligent
component; this control is performed by a cognitive agent that acts as its mind
(figure 4). Each of these agents has access to the interface agent to request sen-
sory information and issue commands. Our architecture does not impose any
restriction on how these agents are organized internally. The system designer is
in charge of creating the control and coordination mechanisms to achieve the
desired behaviours. Although we view a cognitive agent as a single entity, our
system allows this agent to act as a representative of an agency, where a group
of heterogeneous agents interact in the support of the virtual entity. Our base
architectural template for these groups is a centralized society, with a central
coordinator, and one external interface agent. In the example of figure 4 the
agent main block corresponds to the reason structure, in this case a layered
organization of progressively more complex behaviours.

Service agents, as the name suggests, provide extra services to the commu-
nity. They can be shared by various cognitive agents, providing common facil-
ities, available to all, instead of having each agent support its own version of
the commodity. We group these services into three classes: core, aggregation and
external services. Core services correspond to simple tasks that a single provider
can solve. For instance, a path planner service, from which an agent can request a
sequence of actions to reach a desired location. Aggregation services correspond
to functionalities that support formation and cohesion of agencies. For instance,
an internal message service that allows the agents to communicate. This fea-
ture should be carefully used; it allows building virtual communities without
regarding the spacial location of the represented entities. In order to prevent
undesirable use, we propose to develop this service on top of the platform mes-
saging system incorporating adequate restriction mechanisms. Finally, external
services provide agents with links to outside sources. For instance, it could be
possible to create a remote web page that controls a virtual entity.

Meta agents act as invisible entities tracking, observing and controlling other
agents’ performance and behaviour. This kind of agent is not perceived by cog-
nitive and service agents, it can act as an external observer that obtains infor-
mation data and extracts conclusions. These agents have to be incorporated into
the cognitive agency architecture in order to access private data, also they could
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provide a direct control mechanism over the other agents. For instance, if the
user needs to guide the simulation into a specific track, he has a tool that can
be used to directly modify the internal state of an agent, to add information or
even to force some desired behaviour.

4.3 Monitoring Agents

We also propose the inclusion of other agents; these provide the user with custom
interfaces to the MAS and give him some degree of control over the simulation.
These agents use the meta agents in order to access the inner information of the
cognitive agencies. An example is a monitor agent acting as an agency supervisor,
allowing the user to inspect and control the behaviour of a group of agents, that
control a virtual character. Another subgroup of monitoring agents corresponds
to automatic triggers in the simulation; if a threshold is passed they can start
an action. We could extrapolate some application scenarios: the action can have
a direct effect in the simulation itself, for instance, if a new entity is created or
a new scenario area is opened, several actions can be initiated; a process of data
collection is started to measure some parameters; and the migration of agents
to other machines if the overall performance is degraded.

We conclude this section by pointing out some key points of our architecture:
independency from the graphical layer — although designed for this particular
scenario, it can be used in other graphical environments; distributed character-
istics (due to the JADE framework) that allow the simultaneous use different
computers; and scalability by adding new agents/features/services and control
facilities, tuning the system to a particular simulation.

5 Conclusions

The prevailing opinion of people working in the domain of virtual environments
inhabited by virtual humans appears to be that there is still a field for subse-
quent research, despite the number of existing contributions. This judgment is
primarily sustained by the fact that current results are still far from honestly
mimicking human behavior in its interaction with the environment and with its
peers.

In this paper we present a framework for construction and management of
artificial characters in a virtual environment. We have focused mainly on the
overall architecture of our system and we have presented, in a shallow form, a
number of aspects that deserved to be treated in more depth. These include a
complete description of the framework and its internal details of functioning, the
methodology to design intelligent behavior and all the available modules built in
our system. We also expose features that were so far included on the IViHumans
platform as well as other possible approaches to its extension.

Our goal is to develop a general graphical visualization platform for multi-
agent system execution and to apply it to the development of realistic and com-
pelling simulation environments, and to incorporate results obtained in the area
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of emotion modeling. In the current stage of development the educational char-
acteristics of the framework are not fully developed. We do believe the platform
IViHumans is becoming a valuable tool for training and simulation based design
purposes. It will be a working tool in post-graduation courses, used to learn basic
concepts on animation and virtual environments. Moreover, it will be used as a
growing kernel that is prepared to incorporate new functionalities implemented
by students.
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Abstract. Telecommunications fraud is a problem that affects opera-
tors all around the world. Operators know that fraud cannot be com-
pletely eradicated. The solution to deal with this problem is to minimize
the damages and cut down losses by detecting fraud situations as early
as possible. Computer systems were developed or acquired, and experts
were trained to detect these situations. Still, the operators have the need
to evolve this process, in order to detect fraud earlier and also get a better
understanding of the fraud attacks they suffer. In this paper the fraud
problem is analyzed and a new approach to the problem is designed.
This new approach, based on the profiling and KDD (Knowledge Dis-
covery in Data) techniques, supported in a MAS (Multiagent System),
does not replace the existing fraud detection systems; it uses them and
their results to provide operators new fraud detection methods and new
knowledge.

1 Introduction

1.1 Motivation

Following the exponential growth in the telecommunications sector in the end of
the past century, the telecommunications operators face a new challenge: fraud.
It is not only a risk, but a highly organized global business, that affects opera-
tors all over the world. In order to realize the severity of this problem, CFCA -
Communications Fraud Control Association [1] (the Premier International Asso-
ciation for revenue assurance, loss prevention and fraud control) published some
statistics stating that the annual global fraud losses in the telecoms sector are
now between US$54 billion and US$60 billion, an increase of 52% since 2003.

Operators know that this is a problem that cannot be extinguished, so the
approach to this problem is to minimize the losses. In order to do so, the opera-
tors have developed or acquired fraud detection systems. However, these systems
were designed specifically to detect a fraud situation, this is, after it has hap-
pened. By detecting a fraud situation the operator prevents further losses, but
since the fraud has already occurred, the operator has to support the fraud in-
herent losses. This is an important issue to the operators, because since they
cannot totally eradicate fraud, it is very important to detect the fraud as soon
as possible in order to minimize the losses.
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1.2 Objectives

This paper has the following main objectives:

– Expose the fraud problem within the scope of telecommunications, enumer-
ating the main causes for telecommunication fraud and the impact on the
operators;

– Analyze the actual fraud detection solution, explaining the methods used by
the fraud solution to detect fraud and analyzing how the solution can evolve;

– Define a new approach in order to evolve the actual fraud detection solution,
defining new methods;

– Propose a solution model, which supports the methods previously defined.
We will show that a MAS is a suitable approach to build a model to the
solution of the problems addressed here.

1.3 Structure

The following chapter has a more detailed analysis to the fraud problem. After
this analysis, an approach to solve the problem is suggested, presenting the data
structure the solution is based on and the techniques used. The paper ends with
a conclusion and an analysis to the work done.

2 Problem Analysis

2.1 Fraud causes

It is not possible to enumerate completely and exhaustively all the existing
fraud types. Due to the constant evolution of technology existing fraud types
are adapted and new fraud types are developed all the time. However, there
is a set of the major fraud causes that are the ones of most concern to the
telecommunications operators at the time. These are:

– Subscription fraud - one of the most common fraud types along with
the SIM cloning. The fraudster obtains the service from the operator with
no intention to pay for it, using a false identity. The damage this fraud
type causes depends on the intention of the fraudster: using the service for
personal use until he is detected; on a more sophisticated level, the fraudster
can use the service in order to profit from the use of it.

– Bypass fraud - deprives the terminating operator of interconnect termina-
tion fees for incoming international calls. This is usually done using VoIP
technology to bypass international calls.

– SIM cloning - a fraudster clones an existing normal SIM card. The software
to clone SIM cards is available on the internet, so if a fraudster has physical
access to a SIM card all he needs to clone it is a PC and a card reader. This
is considered the most common fraud cause of all [10].

– Internal fraud - implies action of internal staff of the operators. Typically,
operator employees with knowledge and access to the information systems,
handle information in order to benefit a third party, for instance: giving free
minutes, changing account settings.
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2.2 Fraud detection

Over the years, telecommunications operators have developed or acquired tech-
nology in order to indentify fraud situations. This technology is based in a set
of methods specifically designed to detect fraud. Some of the most common
methods are:

– High Usage - measure the amount of traffic generated by each SIM card;
detect SIM cards that generate high amounts of traffic in the operators’
network.

– Calls collision - monitor the traffic in a time dimension for each SIM card;
detect overlapped events generated by the same SIM card.

– IMEI/IMSI stuffing - mapping the SIM cards (IMSI) to the devices, cell
phones for instance, they are used in (IMEI); detect devices that use several
SIM cards.

– Call velocity - monitoring the traffic in a time and geographic dimensions
for each SIM card; unlike the calls collision method, this method’s gold is
not to detect overlapped events, but physically impossible. For instance, the
same SIM card has a call that ends at 2:00am in Braga and another one
that starts at 2:10am in Faro (more than 600Km away). Despite the events
are not overlapped, it is physically impossible to travel the distance in 10
minutes.

– Ratio - monitor the services used by each SIM card; detect SIM cards that
use services (for instance: Voice, SMS, MMS, data) disproportionally.

These methods are implemented and thresholds are set by the operators’
analysts. The methods are continually monitoring the network traffic and keep
statistics for a given time period. If the threshold is reached, a possible fraud
situation is detected. Then the analysts decide on each situation if this is a real
fraud situation and what actions to take.

Still, the operators are struggling against a huge problem: even if a fraud is
detected, all the damage has already been done. The methods to detect fraud
that currently exist are reaction-based; they can only detect a fraud after it has
already happen, avoiding further damage, but still supporting all the inherent
damage to the situation.

Another major issue in the fraud detection systems is the lack of a knowledge
base. Because of the complexity of the systems it is very complex to find a
structure that stores all the fraud situations previously detected. This knowledge
base could be very useful in order to the operators better understand the fraud
attacks they suffer and retrieve valuable information.

2.3 Defining an approach

The new approach defined is complementary to actual fraud solution: it does not
replace it, but uses the data processed by the fraud solution and the fraudsters
detected by it in order to evolve the solution to a new level. The data processed
will be used to build a profile for each subscriber, containing individual and
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behavior features. When a new fraudster is detected by the fraud solution, the
profile will be used for: the identity features will be used to detect an attempt
from the fraudster to re-enter the operator network; the behavior features will
be used to detect other subscribers that have a similar behavior and therefore
are likely to commit fraud.

In order to solve the problem previously detected that affects the telecom-
munications operators, the following goals were defined:

1. Define a method that monitors the operator network traffic and builds pro-
files based on the SIM cards actual usage. These profiles are composed by
identity and behavior attributes.

2. Define a method that monitors the operator network traffic and detects fraud
suspects based on a behavior comparison using the behavior attributes of the
profiles of fraudsters previously detected by the fraud solution.

3. Define a method that monitors the operator network traffic and detects pre-
viously blocked fraudsters attempting to re-enter the network, based on an
identity comparison using the identity attributes of the profiles of fraudsters
previously detected by the fraud solution.

4. Define a knowledge base structure, capable to support information retrieved
from all the known fraud cases.

Notice that, as it was mentioned before, this new approach is complementary
to actual fraud solution, it does not replace it, but works cooperative with it in
order to detect fraud suspects as soon as possible.

3 Solution proposal

The solution proposed to solve this problem is based in two main techniques:
profiling and KDD (Knowledge Discovery in Data). These techniques will be
implemented in a MAS (Multiagent System). After an initial section where the
data structure that will be used as input for the solution is explained, the MAS
proposal is presented, followed by a section where each agent of the MAS is
detailed.

3.1 Data structure

In a telecommunications company the operator keeps record of every event pro-
cessed by the system. These events are recorded in CDRs (Call Detail Records),
generated automatically and are used for billing purposes. Each CDR has in-
formation regarding a set of events, voice calls or SMSs, for example. Typically,
the CDR is a text file containing information structured by a pre-defined set of
ordered fields separated by a pre-defined character. Each line of the CDR file
is an event processed in the operators system. The structure of the CDR (the
number of fields, the order of the fields and the separator character) is defined
by the telecommunications company, so the CDR structure varies from operator
to operator. However, there is a set of fields that, due to their importance, for
billing and rating purposes, are usually common to all CDR structures:
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– A Number - identifies the originator of the event;
– B Number - identifies the receiver of the event;
– Event Date - the date the event started;
– Event Type - identifies the type of the event, for example: 1 (Voice), 2

(SMS), 3 (MMS), 4 (Data);
– Event Amount - measure of the event, for example, in a voice call the

event amount is 124 seconds, in a SMS the event amount is 45 characters;
– Cell ID - identifies the network cell that processed the event.

The information contained in the CDRs will be the input for all the future
work. The study of the contents of CDRs is not a novelty. They were first created
with billing purpose, but know they are used with different purposes of great
importance to the operators, like discovering user communities [14], for instance.

3.2 Multiagent System

Distributed Artificial Intelligence (DAI) was a subfield of Artificial intelligence
research dedicated to the development of distributed solutions for complex prob-
lems [2]. These days, DAI has been largely supplanted by the field of Multiagent
Systems (MAS). The main purpose of the MAS is the study, construction and
application of Multiagent Systems, that is, systems in which several interacting,
intelligent agents pursue some set of goals and/or perform some set of tasks [15].
Some motivations that led to the development of the MAS: complexity and
dimension of the problems; problems geographically and/or functionally dis-
tributed; information and knowledge disperse; multiple systems interconnection;
parallelism, robustness and scalability.

The MAS implemented to support the solution proposal is a closed MAS
[16][12], where the architecture design is static, with all the agents and function-
alities pre-defined. In this closed MAS the agents communicate using a common
language, each agent is developed as an expert in his functionality and they all
work and cooperate together in order to achieve a main goal.

The coordination of the MAS is cooperative [11]: the agents do not compete;
they cooperate in order to achieve a main objective. The organization is flat [11]:
each agent is an expert in an area, there is no agent commanding other agents and
all agents have the same importance. The communication between the agents is
direct [11]: there is no agent or middleware between two agents communicating
with each other, they communicate directly.

The following image illustrates the MAS architecture and the process flow
between the MAS and the fraud solution.

As for the architecture, the MAS is composed by three agents:

– the Profiling Agent is responsible for integrating the CDR files and build-
ing the profiles (with identity and behavior features) for the subscribers;

– the Detection Agent is responsible for detecting new fraud suspects;
– the KDD Agent is responsible for processing the profiles of known fraud-

sters and enrich the knowledge database.
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As for the process flow between the MAS and the fraud solution, the flow of
information is represented by numerated arrows:

– 1 and 2 - input for MAS from the fraud solution;
– 3 and 4 - internal MAS information exchange;
– 5 and 6 - output of the MAS to the fraud solution.

Fig. 1. MAS - Architecture and Process Flow

In the first phase, the fraud solution redirects all the CDR files contents for
the MAS (step 1 in the figure), where the profiling agent uses this content to
build the profiles for the subscribers. In this phase the profiling agent should
extract from the CDR files contents the necessary information to in order to
enrich the identity and behavior features of profiles.

In a second stage, when the fraud solution detects a new fraudster, based on
some of the methods previously explained, the fraud solution indicates the MAS
that a new fraudster was detected (step 2 in the figure). Then, this information
is used by two agents with different purposes:

– the detection agent will use this information in order to retrieve from the
profiling agent the profile of the fraudster and use the profile identity features
to detect if the same subscriber tries to re-enter the operator network and
the profile behavior features detect other subscribers that have a similar
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behavior; the fraud solution is then warned of the suspects that this agent
detects (step 3 in the figure).

– the KDD agent will use this information in order to retrieve from the profil-
ing agent the profile of the fraudster and use the profile behavior features and
enrich a knowledge database containing all the detected fraudsters profiles
(only the behavior features) in order to try to retrieve significant information
(patterns, similar behaviors) from this database. The results of this enrich-
ment is then passed to the fraud solution (step 4 in the figure), so that the
fraud analysts have access to this information.

3.3 Profiling

Profiling is an auxiliary technique for criminal investigation. It fits in the Forensic
Psychology domain. Profiling consists in a process of individual features infer-
ence, usually individuals responsible for criminal actions [4]. The profiling tech-
nique should be used as an extension of the criminal analysis [9], elaborating
criminal profiles based on previous work. The mains idea to retain is: profiling
complements previous work, it does not replace it.

Nowadays, profiling is a very used technique, implemented in police forces
all around the world. Experts in this particular technique, like McCrary [7] or
Wrightsman [17], point out the fact that the results of the use this technique
make excellent prediction factors.

Even though the profiling technique was developed under the Forensic Psy-
chology domain, it is a technique that is being used in the computer information
systems, with various purposes. There are applications of profiling in order to
detect social networks [6] [5], large scale behavior analysis [13], security applica-
tions [8] [18] and data transaction prediction models [3].

3.4 Applying profiling

Applying the profiling technique using the information contained in the CDRs,
it is possible to build a profile of the operator users. The profile is divided in:

– Behavior profile - profiling about the user behavior in the network: which
services the user uses and in which ratio, the periods of the day, week month
he uses the services.

– Identity Profile - profiling about the user identity: the user’s social network
and the community he belongs to, geographical location.

For each network user, the profile should be continuously updated, and the
evolution of the profile should also be recorded, because the evolution is by itself
a profile input. As it was previously explained, the profiling technique should be
used as an extension of the criminal analysis. The same applies in this case. The
profiling does not substitutes the fraud detection methods previously explained;
it uses and depends on them. The fraud detection methods are vital to detect
the fraud cases and identify fraudster users. Only then, the profiling technique
results will be used. Once detected a fraud situation and identified a fraudster,
the fraudster profile will be used to:
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– Enrich a knowledge database. Afterwards, it will be necessary to define meth-
ods that allow analysts retrieve important and relevant information from
these databases. This information will give the operators the indicators re-
garding the fraud attacks they suffer. Who, when, where and how fraudsters
attack the operators are questions that will have some answers thanks to
this knowledge database.

– The identity profile of the fraudulent user should be saved and used to iden-
tify future attempts of the same user to use the network services.

– The behavior profile, including the evolution history, will be compared to
other users, in order to detect users that are likely to commit fraud in a near
future.

3.5 Agent-Based Knowledge Discovery in Data

In the past twenty years, agents and KDD (Knowledge Discovery in Data) have
emerged separately as two prominent, dynamic and exciting research areas [19].
In recent years, an increasingly remarkable trend in both areas is that integrating
agents into distributed data mining systems in order to extract knowledge from
data in a faster, efficient way.

The KDD process consists in:

– Data acquisition - cleaning (remove noise and inconsistent data), inte-
gration (combining possible multiple sources), selection (decide which data
is relevant) and transformation (transformation, consolidation and aggrega-
tion);

– Data mining - essential process where intelligent methods are applied in
order to extract data patterns;

– Pattern evaluation - identify truly interesting patterns representing knowl-
edge;

– knowledge presentation - visualization and knowledge representation.

The use of this KDD process to build the user profiles and enrich the knowl-
edge database is due to the huge volume of the input data for this solution, the
CDR files. The KDD process is, already, a scientific area with a huge range of
applications and successful implementations, allowing the development of auto-
matic procedures and autonomous agent reasoning (programming).

An agent-based approach to the resolution of this problem is a major step
through because:

– the ability of an agent-based system to develop autonomous tasks is, also,
very well funded in the Multiagent Systems community, which contributes
to the soundness of the system to develop;

– the huge amount of data (CDR) available is incompatible with a human-only
approach, but, on the other hand, is the first requirement to the use of KDD
processes.
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Applying the KDD process to the proposed solution: in the data acquisi-
tion phase CDR files are read and processed: remove useless information (Fig-
ure 1-(a)), select the relevant information and make the necessary transforma-
tions(Figure 1-(b)); it’s in the data mining phase that the profiles will be built:
necessary to define the methods to extract the profiles(Figure 1-(c)); in the pat-
tern evaluation phase, the profiles will be analyzed and compared, in order to
identify patterns (Figure 1-(d)); at last, in the knowledge presentation phase,
the gold is to enrich the knowledge database (Figure 1-(e)), providing methods
for the telecommunication operator analysts to retrieve important and useful
information.

Fig. 2. KDD process

4 Conclusion

MAS applications are ideal in order to build system designed to solve complex
problems, which could not be solved by an individual agent. In a MAS application
it is possible to solve a complex problem using different methods, skills and
knowledge, distributing information and resources by the different agents. By
supporting the solution proposal in a MAS model, it is possible to take advantage
of all these facts giving it flexibility and extensibility properties.

Profiling is a technique that is used in several areas with good results. By ap-
plying this technique in the fraud problem, telecommunications operators will be
able to cut down their losses and also get a better understanding of the problem.
Dividing the profile in two, behavior and identity, allows serving two different
purposes: identify possible fraudsters based on previous fraudsters profiles and
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to detect previous fraudsters that are using the network services again. Main-
taining a profile history is also important in order to understand the evolution
of a fraudster in the network.

The knowledge database, even if it has no direct impact in the detection of
fraud, is very important for operators to better understand the problem they are
facing, and optimize their resources (computer systems, analysts, thresholds) on
detecting fraud.

As for the input data that will be used to build the profiles, the CDRs, it
must be taken into account their huge number and, consequently, the size of the
data that will input the methods and structures defined for profiling purposes.
This was the main reason that led to the use of the KDD technique.
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Abstract. Using AgentSpeak-DL, we propose an agent model to autonomously 
query the web of data to gather additional knowledge related to the current set 
of beliefs. The knowledge acquisition mechanism uses additional assertions 
specified with the beliefs as inputs to construct the queries. The assertions come 
from a description logic approach to specify the agent belief base. Information 
from the queries is used to establish an ontology relating agent’s beliefs to 
knowledge from the web of data. Main contribution of this research is the 
specification of a mechanism to enhance the agent’s knowledge with semantic 
web techniques. 

Keywords: web of data, knowledge-based agents, query specification. 

1   Introduction 

This paper describes a research on agent theory, focusing on autonomous agents 
capable of interacting on the semantic web. Our goal is to increase the availability of 
knowledge to the agent and, thus, the possible courses of action it can take. We 
consider agents as autonomous, intentional systems, modeled by the BDI agent theory 
[1]. This model formalizes how a rational agent go from its beliefs and desires to 
actions. Besides the interactions with its application specific environment, our agent 
interacts with the web of data as a medium to obtain knowledge.  

The web of data, also known as the semantic web [2], can be viewed as an 
extension to the current web in which information receives a computational meaning. 
This makes the content adequate for processing by software applications, in contrast 
to traditional web where information is usually available in natural language and is 
adequate for human beings. As described in [2], the semantic web is a place where 
applications will consume and generate knowledge, ideally acting autonomously on 
behalf of the user. Following an application perspective, this work shows a possible 
way towards that vision. 

One of the main results of the semantic web effort is its ontological knowledge 
representation language – OWL. We limit the agent to deal only with OWL – 
regarding knowledge obtained from the web, since it allows a better integration with 
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the agent’s belief base. In this case, the expressiveness and semantics allow the agent 
to construct queries and perform inferences using a concept hierarchy, restrictions and 
properties.  

One of the key points to integrate agent and semantic web technology is located on 
their common ground, the knowledge representation. The approach used in this work 
is based on AgentSpeak(DL) [3], which modifies the original language [4], and its 
concretization in terms of agent architecture, JASDL [5].  

The remaining part of the paper is organized as follows: section 2 relates the 
knowledge acquisition mechanism to the state-of-the-art in terms of agents integrated 
on the semantic web and in terms of tools needed to explore the web of data; in 
section 3 we specify the knowledge acquisition by detailing the query construction 
and the result processing - an example of utilization is presented; finally section 4 
presents our concluding remarks and future work. 

2   Related work 

Regarding the use of the web of data to provide knowledge to intelligent applications, 
[6] provides an approach based on information theory. The goal is to allow the agents 
to naturally deal with concept alignment, uncertainty and utilization of services. 
Information theory is applied to provide quantifications for trust, reputation and 
reliability to the information being considered. Negotiation is a fundamental part of 
the model; it is the process that the agent undergoes to exchange information with 
peers and services – as a provider and as a subscriber.  

Every reasoning process is contextualized and affected by the set of norms and 
contracts that the agent currently complies with. Context represents previous 
agreements, previous illocutions or any code that aligns the ontology between the 
peers in order to interpret an action. This agency model can be summarized as a 
utilitarian approach to knowledge based agents. The agent is always part of an 
information exchange – a negotiation, and all its reasoning and actions are designed to 
maximize the outcome.  

The knowledge acquisition mechanism described in this paper differs from [6] in 
the theoretical and philosophical views of agency and, consequently, in the 
concretization of the model. Our goal is to provide relevant knowledge related to 
agent’s beliefs, so that the agent is able to perform reasoning with this related 
knowledge according to its domain. One might argue that the utility approach, as 
attested by [6] can be used to model and provide a solution to our problem.  

We consider this point of view but this line regards agency as a decision problem, 
and we view agents as a software that displays intelligent behaviour in terms of 
flexible autonomous action. As described by [7], flexibility is composed by pro-
activeness (to take the initiative to reach its goals), reactiveness (to perceive and 
timely react to environment changes) and social ability (the interaction with other 
agents and perhaps with humans too). We are aware of the difficulties that come 
along with this vision but we still consider it as the approach to agency to be followed 
on this research. 
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On the subject of agency and the semantic web, AgentSpeak-DL and JASDL are 
also taken into consideration. In summary, AgentSpeak-DL [3] provides the formal 
semantics for AgentSpeak with Description Logics. The authors state that the main 
results are more expressive queries to the belief base, a refinement of the belief update 
process, more options for plan retrieval and native support for agent communication. 
JASDL provides the implementation of the concepts described in [3] on the Jason [5] 
framework. JASDL (Jason AgentSpeak-Description Logic) extends the Jason 
platform providing agent-oriented programming with ontological reasoning. In 
JASDL each ontology that the agent is aware of receives a label that is utilized to 
provide semantic annotations in the form of “semantic enriched” literals – a literal 
that corresponds to an axiom of an ontology.  

This mechanism extends the traditional belief base (formed by a list of ground 
literals), allowing it to reside partially in the ABox of an ontology. Following this 
idea, the belief base is specified by two knowledge representations (OWL and 
standard AgentSpeak). These modifications affect important reasoning, namely belief 
revision and option selection (plan searching). The impacts on the agent life cycle and 
implementation decisions are discussed in detail in [5].  

Our work was implemented with JASDL mainly due to its associated agent theory, 
integration of OWL to the reasoning and also because of its extensibility mechanism. 
In this framework, it is straightforward to modify any aspect of the agent reasoning 
cycle. The ease to customize the stages of reasoning is paralleled to the complexity 
inherent to the design of an agent theory.  

When customizing the reasoning, the developer must be aware of the impact that 
the modification has on the life cycle and on the compliance to the BDI theory. 
Mindful of the complexities involved in the customization, we adhere to JASDL’s 
approach since it supports the utilization of knowledge acquired on runtime to 
perform meta-level reasoning and further belief functionality (future work). 

Still on agent architectures and models for the semantic web, there is the Nuin 
agent architecture. Its goal is to provide a “practical architecture for deliberative 
agents for the Semantic Web” [8]. The architecture is based on AgentSpeak(L) to 
provide the deliberation mechanism and the definition of an agent through an RDF 
model. Nuin provides a general architecture, leaving to the agent developer the 
decision on the knowledge representation and reasoning. 

A scripting language is available to define agent’s plans using terms of an ontology 
referenced by its URI (Uniform Resource Identifier). AgentSpeak’s events abstraction 
is also treated as implemented by the developer. The interpreter provided by the 
architecture does not modify the original AgentSpeak interpreter in any manner. An 
important aspect of Nuin is that it is developed to be easily deployed and extended; it 
was implemented using software engineering design patterns. In theory, the agent 
architecture could be used with any knowledge representation, not only description 
logics. 

The idea of allowing any kind of knowledge representation to be pluggable into 
agent architecture is very tempting but the theoretical foundations and the impact of 
such endeavor must also be considered. A key issue that arises is that inference 
services are limited only to query and to update the knowledge base. Important 
functionalities from each specific reasoning engine are ignored. If we consider OWL, 
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for example, the agent is not aware of subsumption, generalization and specific TBox 
and ABox reasoning capabilities.  

Functionalities such as ontology integration, alignment and modularity cannot be 
integrated to the architecture either. Regarding Nuin, it could be used in our work as 
concrete agent architecture but it considers OWL and its particularities superficially, 
without a clear account of the implications to the agent reasoning. 

Another stream of works under automated uses of the web of data focuses on the 
delivery of knowledge to end users. Tripleshop [9] handles user queries and process 
the results according to a set of constraints and the application of pre-defined 
reasoning tasks. The query construction mechanism aids the user on the specification 
of SPARQL queries, allowing the user to define the set of URIs to be queried. A 
preliminary set of URI’s is given to the user considering the SELECT and WHERE 
clauses. The query is executed on the Swoogle search engine and the results, after 
processing, establish a workable dataset for the user. 

Swoogle [10] is one of the first search engines designed for the semantic web. It 
discovers and indexes RDF documents following the classic web search approach. 
Google is used to crawl the web and discover RDF and OWL files. These files are 
ranked with two custom algorithms built on top of an abstract model defining how an 
agent accesses the semantic web. The search engine can be accessed by a regular web 
site and also through a SPARQL endpoint.  

Watson [11] is considered to be a gateway for semantic web data since it takes into 
account semantic details and semantic quality of the indexed data. The semantic 
details considered in the Watson architecture are related to OWL and RDF constructs, 
which are used to process and relate different documents. Quality of the semantic data 
is assessed in terms of expressivity, language, level of axiomatization, and measures 
of concepts and individual quantities. Sources for the Watson crawler can be 
diversified through a plug-in model. The gateway can be accessed through a web site 
and also through SPARQL. In [12] semantic web applications that use Watson 
services are presented. Our mechanism uses Watson as the main search engine, due to 
the wider availability of services and to Swoogle as a secondary SPARQL endpoint. 

3   Acquiring knowledge from the web of data 

The knowledge acquisition process here described has the ambitious goal to allow the 
agent to gather additional contextual information for its beliefs. Obtaining contextual 
information from the semantic web or from the web itself does not guarantee the 
validity and truthfulness of it. At the same time one cannot disregard this kind of 
knowledge that is also considered by some cognitive scientists as part of human 
cognition [13]. Thus, mechanisms to perceive the agent’s context and to select the 
most appropriate knowledge to be considered must be integrated to the reasoning. 

 Moreover, we see context as an important factor to help on the balance between 
reactivity and pro-activeness. In this section, we describe a first step on this direction, 
with the construction of a related knowledge ontology. Considering the JASDL 
framework, descriptive knowledge is applied during the plan selection stage of the 
practical reasoning cycle. As presented in [5], the idea is to use the subsumption 



 Knowledge Acquisition and Intelligent Agency on the Web of Data 417 

 

inference so that specific plans can be applied on more general situations. Thus, 
increasing the range of possibilities through a relaxation of the constraints during the 
selection. 

Our approach to knowledge acquisition is focused on semantically enhanced 
beliefs [5] (beliefs associated to a concept defined in an ontology). We divide the 
knowledge acquisition process into two stages: (1) query construction and execution 
and (2) result processing. 

Query construction 

Most of the search engines that handles web of data content (OWL, RDF and RDF-S) 
provides two forms of queries: keyword search and SPARQL search. Keyword search 
comes from traditional web search mechanisms and provides a simple string 
matching. SPARQL [14], on the other hand, is a W3C recommendation for querying 
the web of data. It is a query language for RDF, allowing queries to OWL content due 
to the possible translation from OWL to RDF.  

Considering OWL-DL – a variant of the description Logic SHOIN(D) [15], the 
construction and execution of SPARQL to query this content seems like a viable first 
step but not an ideal one. The main reason for that is that under RDF, there is no clear 
distinction between schema and data, and in OWL-DL such distinction (T-Box and A-
Box) is clear and important to provide more expressiveness to the representation 
language. This situation reflects the ongoing research on the semantic web and will 
possibly be followed by standards designed specifically to OWL and its variations 
(Lite, DL, Full, OWL 2…). 

Taking into account this current state of query in the web of data, we developed a 
mechanism compatible with such standards, which allows the direct use with current 
web of data repositories. We use the current set of beliefs as inputs to construct 
SPARQL queries. The results are processed according to OWL semantics to construct 
a related knowledge ontology.  

Since we are limiting our approach to deal with OWL knowledge, we are bound to 
the limitations of terminological and assertive knowledge. Early works on description 
logics [16] [17] provide an in-depth view on the complexities and trade-offs of 
working with this kind of logic. In this work, we view the web of data and description 
logics as tools to be used by autonomous agents. 

We adopted AgentSpeak-DL as the agent language and JASDL as the agent 
architecture to provide a proof of concept implementation of our work. Both the 
language and the architecture were developed having an integration of OWL and 
semantic web to agents in mind. JASDL allows the definition of “semantically 
enhanced” beliefs, which are beliefs associated with an ontology. It is possible to 
relate beliefs to class assertions, object and data property relations, and the all 
different axioms [5]. These relations, except for the all different axiom – used to 
declare that all individuals from a specified set are different from each other, are the 
inputs of our mechanism. 
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Given a belief B semantically enhanced by an assertion A A represents a set of 
possible assertions that can be applied to beliefs. In the case of JASDL, it can be 
Class Assertion (CA), Object Property Assertion (O) and Data Property Assertion (D). 

Let Sub be the set of sub-classes of CA and Sup the set of super-classes of CA. 
Each Sub and super class of CA in itself is already knowledge related to B and is 
considered under the plan selection of the reasoning cycle. In our mechanism, Sub is 
utilized as a term for basic keyword matching search and as a restriction under 
SPARQL queries. A more restrictive query is formed by using group graph pattern 
match where all the variables in the query pattern must be bound for every solution.  

A less restrictive query is constructed with pattern matching of alternatives. It is 
worth to note that in OWL-DL concept’s relations (object or data) are coded with the 
subClassOf construct. Thus, queries based on class assertions also take into account 
possible relations of the considered belief B. According to this description the 
possible SPARQL queries are generated as follows: 

1. Query using the set sub and applying restrictions in the same way, as defined in 
CA. This query is more precise, and should be used by the agent to further specialize 
its knowledge. The expected results should provide more information about a 
previously established context, and less information about different contexts. We 
adopted the FILTER modifier in order to allow similar names to the result set. A 
simple modification of the string (to remove the ^ character) provides exact matches. 
In the following parameter “i” is used to specify case insentiveness. 

SELECT DISTINCT ind, type 
WHERE{ 
      ?ind rdf:subClassOf ?sub_0 . FILTER regex(?su b_0,  
       "^Sub[0]", "i")  
      ?ind rdf:subClassOf ?sub_1 . FILTER regex(?su b_1,       
       "^Sub[1]", "i")  
      … 
      ?ind rdf:subClassOf ?sub_n . FILTER regex(?su b_n,  
       "^Sub[n]", "i")  
      ?ind rdf:type ?type .} 

2. Query using the set sub and applying optional restrictions regarding CA 
definition. In opposition to the previous query, this one allow a broader scope of 
results, useful to provide different views about a subject, gathering different contexts. 
When this pattern is applied, the finding of one match already yields a possible 
solution.  

SELECT DISTINCT ind, type 
WHERE{ 
      ?x rdf:subClassOf ?sub_0 . FILTER regex(?sub_ 0,  
       "^Sub[0]", "i")  
UNION {?x rdf:subClassOf ?sub_1 . FILTER regex(?sub _1,  
       "^Sub[1]", "i") }  
… 
UNION {?x rdf:subClassOf ?sub_n . FILTER regex(?sub _n,       
       "^Sub[n]", "i") } 
      ?ind rdf:type ?type .} 
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A belief B, defined by an object property assertion O or a data property assertion 
D, is used by the query mechanism to gather different uses of the properties, namely 
concepts that are subclasses of the property and individuals, when available.  

3. Query using O and D to gather individuals that use the properties. This 
knowledge gives a general view of how the property is used on different domains. In 
the agent perspective, this query also provides a broad view of the context but focused 
on the usage of a specific property. We demonstrate in this query the possibility to 
gather more knowledge using the utilization domain of the property (_:R 
owl:someValuesFrom …). This point will be deeply explored on future work. Another 
point presented is the possibility to acquire individuals that are sub classes of the 
individual that complies to the query (?wholvl2 rdfs:subClassOf ?who). In this case, 
we can also apply filters to give more flexibility to string matching.  

SELECT DISTINCT ?who ?type ?wholvl2 
WHERE { 
       ?who rdfs:subClassOf _:RST . 
       ?wholvl2 rdfs:subClassOf ?who . 
       _:RST a owl:Restriction . 
       _:RST owl:onProperty [O or D]. 
       _:RST owl:someValuesFrom ?type . } 

Result Processing 

From the results obtained with the queries, we propose the automatic elaboration of a 
related beliefs ontology. Clearly, the results can yield a number of different 
possibilities for inference that are domain specific. In terms of software engineering, 
the queries and the ontology construction are defined as plans, which can be reused 
and modified as required by each application. Another possibility would be to specify 
the procedures as Jason’s internal actions but then we would loose the declarative 
aspect of agent design.  

The automatic generated ontology relates beliefs to their respective related 
knowledge. So far, we simply developed a process to build an ontological structure, 
disregarding similarities and consistency verifications with the belief base. This 
constitutes a future work, where similarity measures are applied to the related 
knowledge, establishing a properly analyzed ontology. Consistency with the belief 
base is not fundamental, since we are dealing with related knowledge, which may 
contradict the agent’s beliefs. Similarity measure will tend to 0 in such cases. 

Another approach to deal with this situation is to consider the related knowledge as 
contextual information to be used by the agent when his standard set of actions fails. 
Learning mechanisms can be employed to evaluate new solutions based on newly 
acquired context information. Later, the evaluation’s results can be integrated to the 
belief revision function, going towards automatic learning based on semantic web 
information. This is a complex problem and requires specific research to handle its 
particularities. Nevertheless, the verification of this hypothesis is part of our ongoing 
work. 
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Queries that obtain knowledge from class assertions (1 and 2) return individuals 
and their respective types. This information is expressed in the ontology by a property 
relation and by an individual instantiation. We add a hasRelatedClassAssertion( 
type[0..n]) property to belief B and instantiate the individual ind[n] as a subclass of 
type[n]. type[0..n] and ind[0..n] are the results from the SPARQL queries. In JASDL, 
this is achieved by using the following code: 

jasdl.ia.define_class(request, “relatedonto:type[n] ”); 
// creates the type[n] class 
+hasRelatedClassAssertion(B, type[n]); 
+type[n](ind[n]); 
?request(X)[o(self)]; // test goal used to provide the 
unification of request and the individuals.  

Queries that obtain knowledge from property relations (3) return individuals and 
their type. On (3) we showed how to gather further knowledge descending one more 
level on the hierarchy. Here we will not add such knowledge since the process 
remains the same, that is, to add only one more property relation to the belief. Thus 
belief B will have a property hasRelatedUsage(?type[n]), and an individual labeled 
ind[n] will be instantiated as a subclass of hasRelatedUsage(?type[n]) and B. 
Similarly to the previous JASDL code fragment, such definition can be implemented 
as follows: 

jasdl.ia.define_class(request, “relatedonto:type[n] ”); 
// creates the type[n] class 
+hasRelatedUsage(B, type[n]); 
+type[n](ind[n]); 
+hasRelatedUsage(ind[n]); 
?request(X)[o(self)];  

It is worth noting that the resulting ontology is rather simple, and constitutes only 
an one level hierarchy with the respective individuals and their URIs. This is a 
preliminary result that will be developed to more expressive ontologies through the 
use of restrictions, axioms and OWL inference. 

Example 

 
To exemplify the process we will show code excerpts from our proof of concept agent 
and one of its domain ontologies. This agent has a simple task, which is to maintain 
the profile of a learner by following the IMS Learner Information Package standard 
[18]. A simplified version of IMS-LIP was modeled in an OWL ontology, focusing on 
the most important concepts of our application domain. Refer to [19][20] for further 
contextualization of the domain. Figure 1 shows the hierarchy of concepts from the 
IMS-LIP ontology.  
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Figure 1. Hierarchy of concepts from the agent’s domain ontology (IMS-LIP). 

Figure 2 illustrates the ontology’s utilization to specify a set of individuals 
(diamonds) that represent learner’s accessibility details. Both object and data property 
relations are represented by dotted arrows, together with their name. Diamonds 
represent individuals, and rectangles represent data (strings, numbers, dates, etc.).  

 

 

Figure 2. Individuals representing accessibility details. 

The  learner profile is managed by a plan, which modifies the belief base (which 
represents the profile) according to perceptions from the environment. We will not 
detail the perception mechanism since our focus is to show how beliefs can generate 
the queries during the knowledge acquisition process. Next we show a commented 
plan fragment that explains how semantically enhanced beliefs are created in JASDL, 
considering IMS-LIP as the domain ontology. 
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… 
+goal(goal_A)[o(imslip)]; // defines the belief wit h a   
                             class assertion 
+hasDescription(goal_A, “The learner must study asp ects 
of trigonometry”) [o(imslip)]; // defines the belie f as  
                              a data property asser tion 
+hasDate(goal_A, “2009:04:15”) [o(imslip)]; //anoth er  
    data property assertion. The annotation [o(imsl ip)]  
    specifies the respective ontology 
+hasGoal(goal_A, goal_B) [o(imslip)]; //an object  
 property assertion stating a hierarchy between bel iefs 
… 

Figure 3 illustrates the resulting individual Goal A (a complete version), which 
represents a fragment of the belief-based leaner profile. 

 

 

Figure 3. Individual Goal A resulting from the agent’s belief base. 

The one class assertion based query from the beliefs shown above (goal_A) is: 

SELECT DISTINCT ind, type 
WHERE{ 
    ?ind rdf:subClassOf ?goal .  
     FILTER regex(?sub_0,"^goal", "i") 
    ?ind rdf:type ?type .} 

This example demonstrated the application of our approach to a practical problem. 
It is still limited to technical issues, focused on modeling the agent, and further 
evaluation of the approach must be performed. 

4   Conclusion 

This paper presented the preliminary results of an ongoing research on autonomy and 
intelligent behaviour on the semantic web. The main result is a knowledge acquisition 
mechanism that uses the agent’s beliefs as inputs to gather knowledge related to them 
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from the web of data. This is achieved by the automatic construction of SPARQL 
queries and the processing of the resulting dataset to construct a related knowledge 
ontology. 

Relating the work to the current state-of-the-art agents and the semantic web, our 
main contribution is the specification of how an autonomous agent might use its view 
of the world (beliefs) to enhance its own knowledge. How this knowledge is used is 
highly dependent on the application domain. Nonetheless, we provided a simple 
process to store the knowledge in a compatible and extensible way. Our specification 
of the mechanism attempted to be as practical as possible, focusing on agent oriented 
programming aspects contextualized by our point of view about agent theories. 

Future work based on this research has several directions. The most 
straightforward is to further develop the acquisition mechanism. It can be extended by 
providing more query constructions, focusing on restrictions and axioms and 
exploring more hierarchy levels. In terms of restrictions we showed one query that 
considers them superficially but SPARQL is expressible enough to provide richer 
queries. On the axioms side, we still need to explore disjoint assertions, and there is 
the possibility to integrate the mechanism to the rules. The same happens with the 
result processing side, since as the queries become more expressive, the ontology 
construction must follow the modifications. Next we aim to apply the concept 
similarity to provide a measurement for the automatically constructed ontology. 

Building on the acquisition mechanism, we will investigate the impact of using 
related knowledge on the agent’s practical reasoning. Specifically, it is possible to 
define belief revision functions that consider knowledge from external sources, using 
probabilistic functions, user context, pre-defined ontologies, and so on. Our line of 
work guides us towards mechanisms that use the web of data as a leverage to aid the 
agent with its tasks but also restricts it so that a balance between pro-activeness and 
reactivity is achieved. 

Finally, a higher goal of this research is to study the interaction among meta-level 
reasoning and practical reasoning. We envision meta-level reasoning as a creative 
based process, applying concept blending strategies [21] to the belief base together 
with knowledge acquired from the web of data. There is only a few partial 
formalizations of the theory. The work described in [22] is one of the latest 
approaches and serves as an inspiration to our research. 
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Abstract. In the history of artificial intelligence (AI), primary agent focuses 

have been external environments, outside incentives, and behavioral responses. 

Internal operation mechanisms (i.e., attending to the self in the same manner as 

human self-awareness) have never been a concern for AI agent. We propose to 

address this core AI issue by proposing a novel agent cognitive learning model 

(ACLM) having similarities with human self-awareness, and to apply the 

proposed model to the Iterative Prisoner’s Dilemma (IPD) in cellular Automata 

networks. Our goal is to show the ability of a cognitive learning model to 

improve intelligent agent performance and support collaborative agent 

behavior. We believe additional simulations and analyses will indicate enriched 

social benefits, even in cases where only a few agents achieve limited self-

awareness capabilities.  

Keywords: Agent, self-awareness, Iterative Prisoner’s Dilemma. 

1   Introduction 

The term self-awareness refers to experiences in which an individual’s attention is 

pointed to the self [1]. Eastern and western philosophers and psychologists have 

studied the self-concept for many years [2-5] and have made self-awareness a central 

issue in cognitive science and educational psychology [6, 7]. 

Simulations and artificial societies are being used to develop and test Artificial 

Intelligence (AI) learning models (e.g., machine learning, neural networks, and 

evolutionary computing), to mimic human cognitive and behavioral models, and to 

establish intelligent agents [8-10]. However, most models offered to date focus on 

outer environments rather than inner operations, with some addressing the 

relationship between outside incentives and behavioral responses. Our research plan is 

to analyze the benefits of self-awareness mechanisms for AI agents. 
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Our goal is to refine and introduce an agent-cognition learning mechanism 

(ACLM) to overcome deficiencies in traditional AI learning approaches that 

emphasize self-schema for internal learning. Furthermore, we will address the 

artificial societal conflict between the public good and private interests resulting from 

agent environments and goals when proposing an agent self-awareness model that is 

consistent with cognitive learning models. Finally, we will discuss how self-

awareness resolves the problem of collective irrational behaviors and establish model 

validity and stability via analyses of individual performances and collaborative 

behaviors. 

2   Agent Cognition Learning Model (ACLM) 

We use the world model Learning — putting the learning focus (Attention) at the 

outer environment to discuss the inadequacy of Russell’s [11] general model of 

learning agents. Doing so requires addressing the importance of self-learning in order 

to narrow the gap between AI agent and human intelligence. Our proposed cognition 

learning model is based on using self-schema as an agent’s internal learning focus, 

which can be compatible with existing agent systems. According to our proposed 

model, agents attend to both their world model and self-schema; achieving inner 

learning via self-schema awareness moves agents closer to human intelligence. The 

model also offers a unique design concept to solve the high-level intelligence 

challenges that agents based on the world model are incapable of solving.  

2.1   The Proposed Model: ACLM  

We modified our design concept as a result of our analysis of the world model, using 

Russell’s general agent model to propose a new agent cognition learning model 

composed of three elements: performance, world model learning, and self-schema 

cognition (Fig. 1). The performance element is responsible for selecting external 

actions. The world model learning element is in charge of integrating traditional 

learning components (whose focus is limited to external environments) in order to 

improve learning efficiency. World model learning requires knowledge about the 

learning element and feedback on agent performance, which it uses to determine how 

the performance element should be modified for better performance in the future. The 

self-schema cognition element (which uses prior experiences to add information to a 

knowledge structure) can help agents understand, explain, and predict self-behavior. 

Our model supports coordination between world model learning and self-schema 

cognition to present the most favorable method for improving performance. Agents 

eventually possess both external and internal learning concepts. According to our 

proposed ACLM, agents will be capable of self-discovery and self-awareness via the 

addition of various schemas that can improve and promote efficiency by means of co-

ordination between external learning and internal cognition, thereby moving closer 

toward a human intelligence model. 
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Fig. 1. Agent cognition learning model.  

3   Experimental Design 

The environment that any agent exists in will have many other agents, therefore the 

designer of a specific agent must refrain from dominating resources or profits in a 

manner that causes harm to the overall agent population. In response to this conflict 

between collective and individual agent goals, we propose an agent learning model in 

which the superego focuses on self-awareness achievement, based on our belief that 

any agent who owns self-awareness can make its life better by acting on its private 

interest, which in turn will benefit other agents in the form of cooperative behavior. 

This rational behavior has been observed among IPD strategic agents, therefore for 

our research platform we adopted an IPD environment with social networks that 

correspond to our experiment is aimed at observing the acts of learning agents with 

self-awareness and the effects of those actions on performance results. 

3.1   Simulation Model  

The simulation model shown in Figure 2 uses the two-layer concept, in which the 

combination of the IPD game and social networks serves as the research platform. 

The upper layer is the IPD (adopting the evolutionary computing approach) and the 

lower layer consists of the cellular automata social networks. Each upper agent adopts 

a pure strategy—that is, it uses the same policy for all coworkers. Besides, the 

Memory-1 deterministic strategy on its memory ability, there are 16 strategies can be 

chosen.  To support observations of the emergent behaviours of strategic agents, 
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each agent has its own unique colour. For lower-layer social networks, the cellular 

automata creation method made use of 2-D spatial relations in which each agent 

establishes links with its adjacent cells. When those links extend k steps it is called a 

“radius-k neighbourhood” consisting of   surrounding coworkers. Subsequently, the 

radius-k neighbourhood of any agent can be modified by breaking off a fraction of its   

original links. This creates an equal number of new links (shortcuts) and randomly 

adds to the neighbourhood a set of individuals taken from the entire system. 

 

Fig. 2. Simulation model. 

3.2   Agent Self-Awareness Model Using Superego Idea  

Based on an analysis of intelligent agent and learning agent personalities using 

Freud’s Three Components of Personality, we concluded that they do not have what 

we would consider ids or superegos. If an agent did in fact have a superego, it would 

support an understanding of societal expectations and the earlier emergence of 

collaborative behaviour. We therefore view superego as an awareness goal to resolve 

conflicts between collective and private interests in artificial societies. We therefore 

adjusted the personality model for agents in our proposed ACLM in favor of a 

learning model that regards the superego as a self-aware goal according to the 

concepts of external learning and internal cognition—in other words, to add the self-

schema cognition element to the ACLM. 

As shown in Figure 3, our version of superego awareness consists of four 

sequential steps: self-observation, self-recognition and social expectation analysis, 

rational calculation, and self-adjustment. To test our idea we established an 

experimental model using the superego awareness unit and a control unit that go 

through an elementary evolutionary process (Fig. 4). The experiment consisted of 

eleven steps: 
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1. Establish environmental parameters (e.g., strategy color maps, social network 

parameters, interaction rules) and evolutionary parameters (e.g., population size, 

selection rules, mutation rate and rules, crossover rate and rules). 

2. Randomly generate populations and establish two kinds of social networks. 

3. Select coworkers. 

4. Calculate fitness scores with coworkers. 

5. Use evaluation rules to give reputations to coworkers. 

6. If any coworkers have not yet been selected, go to step 3. Once all coworkers have 

been selected, go to step 7. 

7. Collect agent recognition information from coworkers. (reputation) 

8. Perform social expectation analysis to determine what coworkers expect from 

agents (social expectations). 

9. Use rational calculations to determine the degree of matching between reputation 

and social expectations. If below an established threshold, do nothing; otherwise 

perform self-adjustment. 

10.Use self-adjustment procedure to select a suitable social expectation strategy. 

11.Select candidate agents for the next generation and reset reputation and 

expectation values to zero. 

 

Fig. 3. Agent self-awareness model. 

4   Results 

We used cellular automata social networks in our experiments. In social networks, the 

control group is the elementary evolutionary IPD model (no self- aware agents), and 

the experimental group had self-aware agents in the simulated environment) at ratios 

of 1.0, 0.5, 0.3, and 0.1 (i.e., a ratio of 1.0 means that all agents are self-aware). 
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Fig. 4. Experimental procedure (world model plus self-schema). 

4.1   A Few Agents with Self-Awarness that Can Improve Whole Interest  

Experimental results for the first social network topology are shown in Figure 5. The 

five squares on the right side represent the ratios of self-aware agents. The black 

curve (CA: without any self- awareness agents) has some interesting implications: 

during early periods of evolution, individuals randomly choose strategies for working 

with their partners. After several generations, these individuals tend to betray their 

partners in order to maximize their own fitness; when most of the agents change their 

strategies to defection, the society falls into a self-destructive cycle that causes all 

social benefits to decrease rapidly. As these social benefits decreases, eventually so 

do private benefits, and after a few more generations, defection agents return to 

cooperation strategies, thereby matching the game theory concept that mutual 

cooperation is a better strategy for agents in iterative games. Renewed mutual 

cooperation triggers increases in social benefits, and the entire society moves toward 

an evolutionary equilibrium. According to the evolutionary dynamics of strategic 

agents in the control group, the simulation model matches the results of rational 

analysis in game theory, thus verifying the effectiveness of the simulation model. 
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According to the curve CA_Mix (1.0) on the figure 5, if all agents have self-

awareness capabilities, all social benefits will increase and a group of agents will not 

fall into a destructive cycle that indicates distrust among agents. However, such an 

experimental setup is unrealistic. Instead, our goal is to add a limited number of self-

aware agents into an existing agent system that lacks any self-aware agents, with the 

expectation that the introduced agents will speed up the process by which cooperative 

behavior emerges. Although CA_Mix (0.5), CA_Mix (0.3) and CA_Mix (0.1) may 

not achieve a stable state as quickly as CA_Mix (1.0), they will support a faster 

reduction in the chaos phenomenon, indicating that the proposed self-awareness 

model does produce improvement in overall social benefits. Using curve CA_Mix 

(0.1) as an example, even if only one agent among ten has self-awareness capability, 

both social and individual benefits eventually emerge at a time period that is sooner 

than if none of the ten agents had that self-awareness capability. 

 

Fig. 5. Comparison with mixing partial self-awareness agents in cellular automata. 

4.2   Emergence of Social Behavior  

A total of sixteen single memory-strategy agents were used in our experiments. For 

investigating IPD model behaviour, all representative strategies that were analyzed 

and discussed can be classified as ALL-C, ALL-D, TFT, and PAVLOV, defined in an 



432 S. Wang, C. Sun, C. Huang 

earlier section. We will discuss these four strategies/categories in terms of the two 

social networks used in the experiment. 

Figure 6 illustrates reactions among the four strategies according to this topology. 

At the first evolutionary step, no significant difference was noted in terms of quantity. 

In the third generation we observed dramatic increases in ALL-D agent numbers and 

less dramatic decreases in the numbers of ALL-C and PAVLOV agents resulting from 

the growth in ALL-D agents. TFT agents, which began to emerge when ALL-D 

quantities achieved a certain level, checked and balanced the growth of ALL-D agents 

while coexisting with PAVLOV and ALL-C agents. After approximately 20th 

generations, TFT agents exceeded ALL-D agents; as the number of TFT agents 

increased, the number of ALL-D agents decreased rapidly. At approximately the 30th 

generation, the TFT versus STFT asynchronous memory problem began to emerge, 

thus triggering began the vicious circle of despiteful breach. At this point the number 

of PAVLOV agents started to increase because they do not suffer from memory 

synchronization failure. At the 60th generation the number of TFT agents becomes 

less than the number of ALL-D agents, and the ALL-D agents start to increase once 

again while the number of PAVLOV agents decrease. Finally, at the 80th generation 

the number of TFT agents once again exceeds ALL-D agents, and the artificial 

society achieves a dynamic equilibrium in which the numbers of PAVLOV and ALL-

C agents remain stable (referred to as the evolutionary stable strategy, or ESS), while 

ALL-D and TFT continue to exist in a checks-and-balances relationship. 

Cellular automata-associated results for our experiment group are shown in Figures 

7 (1.0 mix ratio) and 8 (0.1 mix ratio). As shown in Figure 7, no ALL-D agents were 

observed at the beginning of the evolutionary process, since the cellular automata was 

filled with self-aware agents. Since ALL-D agents are not good matches for social 

good strategies, the self-aware agents quickly determine that an ALL-D existence is 

not permitted by their superegos, thus triggering the self-adjustment/ strategy 

modification mechanism of the self-awareness model. Evolutionary equilibrium is 

achieved at about the 3rd or 4th generation. 

Figure 8 presents the most important results for our experiment, in which we added 

self-aware agents to the cellular automata social network at a mix ratio of 0.1. We 

observed that at the beginning of evolution, the ALL-D strategy was not as vigorous 

as that noted for the control group in Figure 6. Furthermore, a comparison of peak 

ALL-D numbers (at approximately the 15th generation) in Figures 6 and 8 indicate 

700 ALL-D agents in the control group out of 2,500 strategic agents in the simulation 

without self-aware agents and 550 ALL-D agents in the experimental group (0.1 mix 

ratio of self-aware agents)—a significant difference of 150 agents, and an indication 

that even the addition of a small number of self-aware agents can speed up the process 

toward achieving equilibrium. Another phenomenon we observed is that the number 

of PAVLOV agents exceeded ALL-D and TFT agents for a certain period of time, but 

then decreased, suggesting that PAVLOV agents are not successful when competing 

against ALL-D agents, even at small numbers of ALL-D agents. 
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5   Conclusion 

In this paper we introduced an Agent Cognition Learning Model (ACLM) and Agent 

Self-Awareness Model that we hope will be useful to researchers in the fields of 

artificial intelligence (AI), cognitive psychology, economics, and social behavior. We 

used AI principles to  increase the thinking capabilities of agents as a means of 

repairing the flaws of existing intelligent agents and learning agents whose learning 

focuses were established according to world model guidelines. Instead, we used 

principles from cognitive psychology to establish a personality model that allows 

agents to achieve self-improvement through self-awareness, using a Prisoner’s 

Dilemma mathematical model to address the conflict between public good and private 

interest in an artificial society. We eventually hope to clarify the importance of 

uniting internal cognition with external learning, and to revise our ACLM to offer a 

new approach for intelligent agents. 

 

 

Fig. 6. Four well-known strategies in cellular automata. 
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Fig. 7. Four well-known strategies in cellular automata (mixing self-aware agents with ratio 

1.0). 

Fig. 8: Four well-known strategies in CA ( Mixing self-aware agents with ratio 0.1 ) 
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Abstract. More advanced and complex applications, such as serious games, 
where physical and virtual environments interchange with human and artificial 
agents and along heavy social simulations, require another sort of architectures. 
With the enlarging autonomy comes an increased need to ensure that their 
behaviour is in line what we expect from them. Therefore, a combination of 
intelligence and ethics becomes mandatory, and this means new design 
principles and technical requirements for the social agency and the presence of 
trust and confidence. Mentality, before the sole key concern, is now mixed with 
morality and within the social spaces where autonomous agents act on our 
behalf. In order to model new agent behaviours with qualities we need other 
kind of more intricate mental models, able to support moral reasoning 
capabilities. Today, the pressing quest is which are the crucial building blocks 
and mechanisms for those inovative agents. 
 
Keywords: moral agency, moral agents, norm innovation. 

 
 

1 Introduction 
“The function of Moral is to guide action intuitively and unconsciously.” 

J. Greene, 2007. 

 

Environment, cognition, emotions, peer pressure, values, pride and the social relations 
all influence our decisions between choosing right over wrong. Any decision an agent 
makes when it comes to prefer a good or a bad behaviour reveals his true character. 
This implies also agents must have an explicit conception about the outcomes of their 
actions and the capability to classify and assess them accordingly. 
 

Agency is only the capacity of an agent to act in a world, yet moral agency is the 
responsability for making moral judgements about the acting choices, and morality 
refers to a certain code of conduct and a system of actions and reactions directed to 
keep everyone behaving according to it. In brief, Moral refers to those explicit and 
implicit rules and actions able to govern agents´s social behaviour.  

A clear understanding of how cultural changes interact with individual agent 
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actions is central to informing democratically and humanely guided efforts to 
influence cultural evolution. The example of norm innovation can help us to 
understand the complex 2-way dynamics of sociality (how new conventions spread in 
social systems), because norms emerge at the aggregate level (and immerge into the 
minds of agents) to fix the future behaviour of agents and the whole functioning of the 
society. 

 
Moral systems are composed of four kinds of regulative elements: moral norms, 

moral values, moral judgements and moral actions. Norms are (conventional, social) 
rules or patterns of behavior, serving to maintain order and to guarantee social 
regulation. But, norms (and institutions) have a short life. Harmonization occurs and 
social order is restored. Norm innovation depends on the mechanisms by which new 
norms are conceived, the conditions under which they are spread, the extent to which 
they evolve as they are distributed through all the society, the circumstances under 
which they become institutionalized, and, the process through which they decay, are 
lost and replaced by new ones. 

 
Moral values are of two kinds (reference and assessment values), and serve the 

purpose to set standards of quality and direction to the agent behaviours, and they are 
both closely connected to moral norms. Reference values are high level values that 
the society adopts in order to characterize itself in general terms (democracy, liberty, 
progress, adherence to heritage, religiousness, etc.). Reference values tend to be the 
defining elements of norms, in the sense that norms are conceived and adopted to 
control behaviours so as to keep the society adherent to those reference values. 

 
Assessment values are operational values with which behaviours are dynamically 

evaluated, as a consequence of their compliance or not with norms. Behaviours that 
comply with norms are assessed positively, and behaviours that do not comply are 
assessed negatively. The intensity with which the behaviours comply or deviate from 
the norms are reflected in the magnitude of the assessment value assigned to the 
behaviours (bad, very bad, good, very good, etc.). 

 
Moral judgements are rational opinions with which agents classify each other´s 

behaviours, according to their compliance or not to the current set of moral norms. As 
a result of a moral judgement, a behaviour is marked as compliant or not to the set of 
moral norms, and a moral norm value of the assessment kind is assigned to it. Moral 
judgements may be combined with other kinds of rational judgements to form moral 
reasoning, which are the special kinds of social reasoning through which the agents 
decide and/or justify the moral actions that they take. 

 
Moral actions are regulative control actions (meta-actions) that the agents emit in 

order to influence each other about the adequacy of other behaviours to the current set 
of moral norms. Such regulative actions are of two special kinds, either punishments 
or rewards, and tend to assign additional costs (punishments, interdictions) or to 
supply new resources (rewards, permissions) to the agents´s actions, according to the 
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moral evaluation (praise or blame) made about them, and to the moral values 
associated to them.  

 
Concretely, moral actions may take either the form of behaviour control, affecting 

the possibility of the agents´s actions, or the form of organizational control, affecting 
the way agents adopt social roles to each other. How do moral systems evolve? How 
are they represented in the mind of an agent? How are moral actions concretely 
realized and become effective in a certain context? 

 
Any society can be viewed as organized along two main levels: on the bottom, the 

economical-material infrastructure, and at the top, the moral-cultural superstructure. 
There is an ongoing flow between the two levels (micro-macro) of norms and values: 
moral values of reference (high-level values) and moral values of evaluation (low-
level or operational values). The arrival of new norms and the renewal of existing 
ones are related with the adaptation of reference moral values to the current working 
of a society. Norm innovation is guided by the evolution of reference values (with 
moral-cultural character) which are chosen as a consequence of political-economical 
dispute around the economical-material values.  

 
More research and experimentation is necessary on questions of transmission, 

transformation and contribution of the mental constructs to understand the dialectical 
relation between social structures and individual agency and collective interaction, 
say the dynamics of sociality. This new knoeledge will have an influence on how the 
artificial mind of an agent may be architectured. 

 
2 State of the art  
 
The topic of moral agents became hot in recent years (see IEEE Intelligent Systems 
Journal, July/August 2006), due to the original scientific contributions coming from 
Cognitive Neuroscience, Evolutionary Psychology, or even Philosophy. Damasio´s 
group, at the University of Southern California, covered the social spaces (individuals 
in relation to others), the physiological roots of some social emotions (happiness, 
pride, compassion). Hauser, at Harvard University, suggested our moral judgements 
are derived from unconsciousness, intuitive processes that operate over the causal-
intentional structure of actions and their consequences (Koenigs et all 2007). He 
believes we have a moral organ, a sort of faculty, able to embed a universal moral 
grammar (Mikhail 2007), a tool to build up specific moral systems, able to generate 
judgements about permissible and forbidden actions prior to the involvement of our 
emotions and systems of conscious, rational deliberation. Accoding to Hauser, moral 
rules have two ingredients, a prescriptive theory or body of knowledge (social 
conventions, norms, ceremony manners) about what one ought to do, and an 
anchoring set of diverse emotions. 
 

Within Artificial Intelligence, Cognitive Science and Social Psychology, several 
authors in the last decade (Bazzan et all 1999), (Bordini et all 2000), (Allen et all 
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2000), (Ribeiro and Costa 2003), (Floridi and Sanders 2004), (Dimuro et all 2005), 
(Wiegel et all 2005), (Allen et all 2006), (Kowalski 2007), (Anderson et all 2006), 
(Guarini 2006), (Moor 2006), (Bringsjord et all 2006), (Wiegel 2006), (Costa and 
Dimuro 2007), (Savarimuthu and Purvis 2007), (Franco et all 2008), (Hegselmann 
2008), (Lotzmann et all 2008), (Will 2009) start to advance ideas about Hume 
(sentiments), Hume/Kant (sentiments and reasoning) or Rawls (action grammars) 
moral creatures, building up artificial virtues (enforcement agencies). Around all 
these contributions we can also find a diversity of agent´s architectures devised to 
engender specific characters and personalities, namely recent work by (Wiegel 2006) 
on the necessary building blocks of an agent, (Lorini and Castelfranchi 2007) on the 
cognitive structure of surprise, and (Mascarenhas e all 2009) on cultural agents. 

 
3 Moral machine 
 
The mixture of reasoning and emotion is behind the generation of moral behaviours 
and judgements about gains and losses of an agent (Koenigs et all 2007). Meanwhile, 
emotions work as weights, pushing us more for one side that the other. The same 
occurs with mentality, where each mental state (eg. a belief or a desire) is constrained 
by a set of attributes and values (Antunes 2001), (Corrêa and Coelho 2004). The 
generation of actions will be responsible for producing acts, linked to utilitarian 
(focus on consequences) or deontological (focus on rules) judgements.  
 

The discussion on the precise building blocks of a second generation of moral 
agents was advanced for the first time by (Wiegel 2006), around the construction of 
the SophoLab Project and it was supported on the BDI model and the JACK agent 
language. He clarified the general structure and organization, the design principles 
and the technical requirements, in particular the emergent behaviour, the redundant 
degrees of freedom, the absence of any central director of action, and the local scope 
of control. The first generation moral agents supported forms of interconnectedness 
(team work), multipurpose goals, but it was limited in embodiment and epistemology, 
the two crucial features to be explored later on. Research done around moral 
grammars by (Mikhail 2007) and (Hauser 2006) was not yet conclusive, from the 
point of view of the agent´s autonomy and its place in the heart of the organization. 

 
At the same time, the attempt to construct artificial agents, governed by norms, was 

also one of the aims of the EEC EMIL (Emergence in the Loop, Simulating the Two 
Way Dynamics of Norm Inovation) project, started in 2006 (Andrighetto et all 2007), 
with the main focus on norm innovation (Lotzmann et all 2008). So, the agent design 
of EMIL-A was guided by the norm formation process (information transfer 
structure). The functional description, around the first prototype in NetLogo, was 
unable to reveal the mental side and to explain how autonomy and potency were not 
taken into full account (Lotzmann 2008). The planning (making capability) was very 
simple and the decision-taking module was no more than a trivial utility function. 
Other experiments by (Andrighetto et all 2008) adopted also simple agent 
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architectures and did not reflect upon the ideas based upon the dialogue between 
cognition and affection. 

 
Proposals, done in the pasto n drives and will inclusion were not taken into care, 

and even no explanation was given on how cognitive and affective states may interact 
(through layers) to engender a moral reasoning capability, a hint defended by Hauser 
and Damasio (Koenigs et all 2007) and by Cognitive Neuroscience at large (Greene 
2005). 

 
Agent autonomy depends heavily on the power-of ability and it is dependent on the 

will mental state (Coelho and Coelho 2009), a missing point of BDI model to allow a 
kind of insurgent agents with direct action potency. The introduction of a deontic 
element by (Wiegel 2006), extending the standard BDI model through the deontic-
epistemic-action logic (DEAL framework), will not be sufficient to capture the whole 
flavour of a moral agency, and the same argument can also be applied to the use of 
BOID model (Broersen et all 2001), more keen to engender personalities. The moral 
conduct of an agent requires more than the means-ends analysis, the so-called 
planning capability of the BDI model.  

 
A social space, in progress, associated with a serious game for managing human 

resources, requires a moral agency with much more advanced features. Before, in the 
serious game around the management of natural resources (say, water), the simplified  
BDI was adopted (Adamatti et all 2009), and as a consequence social interactions 
among agents were of poor quality. In other experimentation conducted by (Costa and 
Dimuro 2007) and (Franco et all 2008) moral sentiments were not taken into account 
because the selected scenario was not demanding in ethical considerations. On the 
contrary, in this particular case study, the personality (temper, character) of the agents 
was one of the  major concerns. This year a proposal for the design of cultural agents, 
by (Mascarenhas 2009), mixed several sub-systems of a general agent  for synthetic 
characters and it was near of the basic ethics machine. 

   
4 Case study: norm-innovation  
 

Let us select the case study of norm innovation in a society to explain how the 
morality Works in general. Norms play two roles, the constitutive one, to generate 
emergent social behaviour, and the regulative one, to be a source of social order 
(engender the social structure). The example of road traffic and pedestrian crossing, 
implemented by (Lotzmann et all 2008), show how norms modify behaviours. 

 
A society, or even a small social community, can be seen as a complicate system of 

agents. Complex systems are composed of many different interacting autonomous 
elements and governed by social laws, with non-linear relations and network 
structures. So, complexity can be classified as physiological, as we look to the size or 
as social as we look to interactions. Let us zoom now on these systems composed of 
many interacting intelligent autonomous agents (AA´s). 
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AA´s are able to adapt and evolve with a changing environment, making 

independent decisions. They form new mental objects and processes, consequent to 
the emergent behavior of the whole system they are a part of, and act on the basis of 
these particular objects and processes. When a change happens at some level, it 
requires some further change in agents´s individual behaviours and beforehand in 
their minds, in order to allow the new pattern spread over that system. Norm creation 
and behaviour evolution work together, and the micropsychology selects behaviour, 
institutions and evolution to be looked at. 

 
Individual mental change allows agents to modify their behavior accordingly. Yet, 

innovation in social systems is a bi-directional process: 1) bottom-up, emergence of 
new entities or phenomenons at the aggregate level and from the interactions among 
agents impose creation of structures; and, 2) top-down, immergence of entities or 
phenomenons in the minds of the agents, ie. the insurgence in their minds of a new 
mechanism, representation or process that leads the agents to modify their behaviours 
in conformity with the emerged effect. Sociality is viewed along two loops: the 
emergence of structures at the macro level (social relations, groups) and the 
immergence of norms at the micro level (individual interaction). 

 
The behavior regulation is done by norms (rules, conventions, patterns) which are 

central in the role theoretic concept of individual action and decision taking. There are 
two main types of norms, those for coordination, and those for obligations, 
prescriptions and directives on commands. The regulation is made by 1) change of 
action and 2) roles (defined by attributes, behavior and social relations). And, the fine 
tuning is achieved by 1) processes among agents,  2) normative transmission, and 3) 
transformation. 

 
Moral agency is the agent´s responsibility for making moral judgements and taking 

actions that comport with morality. Moral decisions (foundation of morality) are 
triggered by reason (evidence, facts) and also by emotion. Both cooperate for 
generating moral sentiments. 

 
Moral judgement uses a utilitarian calculus for choosing between right and wrong. 

Behind a moral decision there is always an interplay of thought, emotion, prevision, 
empathy, anguish and ambivalence. 

 
How is normative governance effected? Societies (groups) are regulated by 

different sorts of mechanisms associated to 1) decaying and spreading of norms, and 
also to 2) transformation and internalization of norms.There are three main classes of 
normative agent-based simulation models. The point of departure was done by 
(Axelrod 1986) along the game-theoretic approach. It is  still good for explaining the 
dynamics of norms, and the strategic adaptation of agents to changing environmental 
conditions. 
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The second direction of simulation models is the AI approach. It follows (Conte 
and Castelfranchi, 1995) and demonstrates the effects of norms. It includes norms that 
exceed strategic adaptation, which can be interpreted as an internalized property 
(Castelfranchi et all 1998), (Castelfranchi 1999). The weak point: agents are 
normative automata and no mechanisms for transmission and transformation 
problems are allowed. 

 
Actualy, there is a convergence of both traditions: the models of (Verhagen 2001) 

and (Savarimuthu 2007) include elements of the other line of thought, and a partial 
answer to the questions of transformation, transmission and contribution. Both models 
replicate not only the findings, but also the shortcomings of the classical role theory. 

 
5 Prospect for a moral agent 
 
The interplay of mentality, sociality and morality reveals the definite anatomy of 
those smart creatures able to think about, to interact with others in a society, and also 
to decide upon good and evil. Which is the most suitable architecture for an agent 
with these three qualities?  

 
 
 

 

                     
 

 Fig. 1 Simplified sketch of a moral creature influenced by Hume and Kant ideas. 
 
Agents can be reduced to simple bit strings when genetic programming is adopted 

in social simulation of complex scenarios. In what concerns symbolic programming, 
an agent can be more elaborated than a decision (utility) function. For example, in a 
risky environment, (Castelfranchi et all 2006) adopted a one-layer structure by mixing 
an extended BDI with an emotion manager for modeling cautious agents. In the 
serious game (mixing human and artificial agents) of water management (Adamatti et 
all 2009), an artificial agent has a behavioural profile linked to one or more strategies 
regarding a certain role (BDI model was simplified), no learning and planning 
modules were available, and only reduced decision making skills were offered, and 
again a one-layer structure was adopted. In another serious game on participatory 
management of protected areas (Briot et all 2008), conflict dynamics was taken care 
and a more advanced decision capability was implemented, but agents had no 
mentality and affective power. When designing cultural agents, (Mascarenhas 2009) 
updated an old architecture of social intelligent agents for educational games and 
proposed to combine a memory store with a reactive device and a deliberative 
machine, without forgetting the motivational states of the other agents. However, 
serious games require moral agents in order to be acceptable (serious) by users. 

 

   Perception Judgement 

  Emotions 

   Reasoning 
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A moral agent, as it was defended by Hauser (see figure 1) and Green, is a mix of 
cognitive and affective capabilities, but no architecture was till today presented as the 
definite one, despite several design attempts from Hume, Kant or Rawls, and the trials 
made by the community of Agents. Several questions needed to be answered: What 
makes a moral (norm-abiding, virtuous, conventional) agent? By what mechanisms 
can moral behaviour (abstract values) spread or decay from one agent to another (like 
memes)? How are explicit morals implemented and added to the overall architecture? 

  
The human mind is not completely rational in order to win when facing reality. 

Therefore, an artificial mind is also forced to avoid traps and to take into account 
other skills apart of reason, such as sensorial perception, intuitions, emotions and 
socio-cultural constructs. For example, prefer a short cut when facing discomfort, 
assign a value based upon some preconceived opinion, or go on with some previous 
agreement can disturb good decisions. The answer is to adopt a set of heuristics, like 
to maintain the long term plan, delay action in order to think about several 
alternatives, and to perform as an outsider when looking to that issue for the first time. 
Be less moralist when analyzing what is or not right, use those issues involved in the 
decision (more cooperative), and follow devil´s lawyer to embody relevant data 
(otherwise absent) is a recipe to avoid catastrophes.  

 
A moral agent needs to get a more intricate way of thinking (Kowalski 2007) than 

a simple reactive (assimilate observations of changes in the environment) or a 
proactive one (reduce goals to sub-goals and candidate actions). Why? It is not 
sufficient to embody a goal-based or a value-based model. We need a mix of intuitive 
(low level) and deliberative (high level) processes, and also the ability to think before 
acting (pre-active) when choosing between right or wrong, ie. capability to think 
about the consequences of the candidate actions (generate logical consequences of 
candidate actions, helping to decide with heuristics or decision theory between the 
alternatives). The classic component based on the observe-think-decide-act cycle 
(present in the BDI model) is unable to deal with morality because we get different 
kinds of goals (achievement, maintenance) and, at the same time, preferences and 
priorities are requested. The one-layer structure is no longer the solution because we 
arrive at our ultimate moral (utilitarian, where results maximize the greatest goods, or 
deontological, where any moral evaluation is independent of consequences) 
judgements by a mix of emotions and conscious reasoning. As a matter of fact, 
emotions drive behaviours like weights, and play a critical mediating role in the 
relationship between an action´s moral status and its intentional status. A moral ability  
may be seen as a set of rules (a grammar according to Hauser) to constrain the 
behaviour of the agent: each rule having two ingredients, the body of knowledge and 
the set of anchored emotions, which are going to interplay. 

 
 Every decision an agent makes, when it comes to choosing between right or 

wrong, reveals his true character (subjectivity): Humean model with emotions behind 
judgements, or Rawlsian model, with emotions and reasons after judgements have 
only one layer and trade-offs are not allowed. There is always a sentiment of 
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avoidance in violating what seems to be reasonable, ie. the possibility to have access 
to the outcomes (classifications) of the agent actions. 

 
A moral agent associates always reason with emotion, social values and cultural-

situational knowledge before making a decision. Therefore, its more-than-one-layer 
architecture, integrating micro and macro levels, requires an extended (with will and 
expectations) BDI model, the addition of emotional machinery to deal with 
sentiments, a library of contexts to situate any evaluation, heuristics to avoid wrong 
decisions (mind traps), a sort of universal moral grammar (Mikhail 2007) to fix any 
sort of moral system and action generation, and also modules concerning decision 
taking, constraint satisfaction (reinforcement) learning and planning. The organization 
with interconnected multiple layers seems inevitable on account of the balance 
between reasoning and emotion and the assembling/tuning of composite judgements 
(embedded in preference criteria). 

 
 6 Conclusions 

 The research and experimentation around the intelligence of moral agency is betting 
on understanding and managing complexity in social systems with autonomous 
agents. The selection of norm innovation, as a topic, is also helping us to comprehend 
now how new conventions and principles of right (and wrong) action emerge and 
spread in those systems to get social order. Norms are complex social artifacts 
because of the role in connecting emergence and immergence, through a movement 
between micro and macro levels. Applications such as regulation of e-communities or 
realistic serious games for managing human capital are eager of new agent models 
and architectures with ethical concerns and some sort of subjectivity. 

  
Several open questions frame our current research: How do actors produce and are 

at the same time a product of social reality? How an idea (memes) for a behavior that 
becomes a norm gets invented in first place? Which ideas are accepted and which are 
rejected driven by adaptation and evolution? How many are slowly assembled from 
diverse data in a single mind? Answers, from Cognitive Neurosciences, Moral or 
Evolutionary Psychology, point to a strong focus on a context sensitive approach to 
agency and structure, the interplay of which leads to emergent phenomena, 
underlining the generative paradigm of computational social science. Agent-based 
modeling and simulation can be of great help in order to allow a better comprehension 
of this sort of complexity. 
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Abstract. Social interactions can be seen as service exchanges, followed by the
qualitative evaluation of those exchanges by means of social exchange values.
This paper introduces an approach based on Fuzzy Logic for the evaluation of
the investment and satisfaction values generated in personality-based social ex-
changes in multiagent systems. The fuzzy equations of material social equilib-
rium, associated to the first stage of a social exchange between agents, are ana-
lyzed in detail. A case study is presented to illustrate the proposed approach.

1 Introduction and Related Work

According to [1], it is possible to distinguish between three coordination models in
Multiagent Systems (MAS): hierarchies, markets and networks, which result in dif-
ferent frameworks for agent societies, driving the way the social interactions between
agents are analyzed. This work is in the context of the agent-based simulation [2, 3]
of network-oriented societies with collaboration-based social control, based on Piaget’s
theory of social exchanges [4], in the line of the works in [5–12].

In Piaget’s theory, social interactions are seen as service exchanges between pairs
of agents, followed by the qualitative evaluation of those exchanges by the agents by
means of social exchange values: the investment value for performing a service or the
satisfaction value for receiving it, called material values. The exchanges also generate
values of debts and credits that help to guarantee the continuity of future interactions.
A MAS is said to be in social equilibrium if the balances of investment and satisfaction
values are equilibrated for the successive exchanges occurring along the time.

Social exchange values are of a qualitative nature, since they represent subjective
values with which everyone judges the daily exchanges he has (good, bad, better than,
worst than etc.), which usually cannot be faithfully represented quantitatively, due to
the lack of neat objective conditions for their measurement. In fact, one of the main
contributions of the exchange values approach to social exchanges, in comparison to
the classical, quantitative utility function based approach, is precisely the introduction
of the possibility of taking care of the variety of such subjective values.

Notice that the notion of exchange in Piaget’s theory, which can be related to the
work of Homans [13], in some sense refers to the notion of an exchange viewed as
“adoption conditional to reciprocation” of the cognitive model of exchange of Conte
and Castelfranchi [14], since the realization of a service by an agent in behalf of other
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agent presupposes that the first adopts the latter. However, in [14] there is no concern
neither with the evaluation of the services performed nor with the generation of debts
and credits, as a foundation for the continuity of future interactions.

In [6, 9], agents were modeled with the help of a set of simple social exchange
personality traits (e.g., egoism and altruism),3 in such way that the performance of the
same service could be evaluated by the agents differently according to their various
social exchange personality traits (e.g., the performance of a service that seems to be
“good” for an altruist agent may be classified as “bad” by an egoist agent). This way of
characterizing agent social exchange behaviors was said to be personality-based.4

In [6], a representation based on Interval Mathematics [20] was used to capture the
qualitative nature of Piaget’s concept of scale of exchange values [4]. Although this rep-
resentation seems to be a compromise between a qualitative and a quantitative represen-
tation, making it mathematically operational, and the decision process computationally
viable, it lacks the subjectiveness of personality-based evaluations.

The work presented in [10–12] introduced a methodology for the evaluation of ser-
vices in non-economics exchange processes, in order to propose a mechanism for part-
ner selection and coalition in the context of bioinformatics exchange services. In [7,
8], social exchange values were used to incorporate sociability as a means to improve
coordination mechanisms in a virtual agent environment. However, in both works we
do not find an effective qualitative, subjective representation of exchange values.

On the other hand, the Fuzzy Set Theory [21] introduced in 1965 by Zadeh [22]
offers a natural way of representing vagueness and subjectiveness in everyday life. It
is based on the idea that several elements in human thinking are not exact data, but
can be approximated as classes of objects in which the transition from membership to
nonmembership is gradual rather than abrupt. Besides that, human reasoning sometimes
does not follow the two-valued or multivalued logic, but logic with fuzzy truths, fuzzy
connectives, and fuzzy rules of inference.

Fuzzy logic has been largely used in Soft Computing, with application in different
areas, as, e.g., in the context of Social Simulation. In [23], it was observed that simple
agent models, as those normally used with exiting tools, are neither sufficient nor ade-
quate to deal with the uncertainty and subjectiveness that have to be considered in the
analysis of values (like, e.g., trust) in human societies. Then, in the agent-based social
modeling and simulation presented in [23], Fuzzy Logic was used to naturally specify
attributes of the agents representing individuals, the evolution of the agent minds, the
inheritance, the relationship and similarity between individuals, etc.

Zadeh has pointed out the incompatibility principle, which states that “complexity
and precision are incompatible properties”, arguing that the conventional numerical-
based approaches are inadequate to model human knowledge in complex processes,
like, for example, human personality traits. Then, [17, 18] specified human personality

3 See [15, 16] for a discussion on applications of personality-based agents in the context of MAS.
4 The notion of egoism (altruism) in social exchange personality traits is not related to the usual

concept of selfish (altruist) agents as in [14], since here those personality traits are simply
different forms of evaluating social exchanges. For the same reason, the social exchange per-
sonality traits can not be compared to patterns of behavioral, temperamental, emotional, and
mental traits that are used in several works in social and human simulation, as, e.g., in [17–19].
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facets and traits (according to the Big Five and OCEAN models) as conditional rules
in fuzzy agentes (agents that can perform qualitative uncertainty reasoning), in order to
perform human behavior simulation. See also [24] for an application of Fuzzy Logic
in the simulation of human behavior and social networks, representing behavioral ele-
ments, such as stress, motivation or fatigue, and sociological aspects.

Differently from [17, 18], in our previous works [6, 9] the social exchange person-
ality traits were defined by means of probability state transition functions, specifying
the way the agents increase or decrease their exchange results, by accepting or refusing
exchanges proposals according to their preferences on exchange stages (see Sect. 2 for
the two different kinds of exchange stages). However, there was no qualitativeness in
the evaluations of the exchanges performed by the agentes. In this paper, those social
exchange personality traits are enriched by endowing the agents with a fuzzy mech-
anism to perform qualitative evaluations of social exchanges, according to tendencies
specified by their different personalities.

The aim of this work is then to introduce an approach based on fuzzy logic for
the evaluation of the material social exchange values generated in the first stage of
the social exchanges between personality-based agents, with the analysis of the fuzzy
equilibrium equation associated with this stage. This is the first step for the simulation of
self-regulation of social exchanges using personality-based MAS [9], where the social
equilibrium is treated as a fuzzy concept.

This paper is organized as follows. Section 2 presents a brief description of the
model of social exchanges that we adopt in this work. The fuzzy approach for the eval-
uation of the material exchange values generated in the first stage of a social exchange
process between personality-based agents is introduced in Sect. 3. A case study in pre-
sented in Sect. 4. Section 5 is the Conclusion with final remarks.

2 The Modelling of Social Exchanges

According to Piaget’s approach to social interaction [4], a social exchange between two
agents, α and β, is seen as an exchange of services between those agents joint with the
subjective evaluation of the services by the agents themselves, by means of the so-called
qualitative exchange values.

A social exchange involves two types of stages. In stages of type Iαβ , α realizes a
service for β. The exchange values involved in this stage are the following: rIαβ , which
is the value of the investment done by α for the realization of a service for β; sIβα ,
which is the value of β’s satisfaction due to the receiving of the service done by α;
tIβα is the value of β’s debt, the debt it acquired for its satisfaction with the service
done by α; and vIαβ , which is the value of the credit that α acquires for having realized
the service for β. In stages of type IIαβ , α asks the payment for the service previously
done for β, and the values related with this exchange have similar meaning. The order
in which the stages may occur is not necessarily Iαβ − IIαβ .

The values rIαβ , sIβα , rIIβα and sIIαβ are called material values (investments and
satisfactions), generated by the evaluation of immediate exchanges; the values tIβα ,
vIαβ , tIIβα and vIIαβ are the virtual values (credits and debts), concerning exchanges
that are expected to happen in the future [4].
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A social exchange process is composed by a sequence of stages of type Iαβ and/or
IIαβ in a set of discrete instants of time. The material results, according to the points
of view of α and β, are given by the sum of material values of each agent. The virtual
results are defined analogously. A social exchange process is said to be in material
equilibrium [5, 6] if in all its duration it holds that the pair of material results of α and
β encloses a given equilibrium point5. If just the internal equilibrium of an exchange is
considered, then the following equilibrium equations [4] are taken into account:6

Rule Iαβ : (rIαβ = sIβα) ∧ (sIβα = tIβα) ∧ (tIβα = vIαβ ) (1)

Rule IIαβ : (vIIαβ = tIIβα) ∧ (tIIβα = rIIβα) ∧ (rIIβα = sIIαβ ) (2)

Rule IαβIIβα : rIαβ = sIIαβ (3)

3 Fuzzy Evaluation of Material Exchange Values

Fuzzy sets constitute the oldest and most reported soft computing paradigm, used to
modeling different forms of subjectiveness, uncertainties and ambiguities, often en-
countered in real life. A fuzzy set is a class of objects characterized by a membership
function that assigns to each object a degree of membership ranging from 0 to 1. The
algebra and other concepts of classical sets were extended to fuzzy sets, and the vari-
ous properties of these notions were well established. Fuzzy logic, which is the logic
underlying fuzzy set theory, was also deeply discussed in the literature [21, 22].

Definition 1. Let X be a (classical) set. A fuzzy subset F of X is a set of ordered
pairs F = {(x, µF(x)) | x ∈ X}, where µF : X → [0, 1] is the membership function
that gives the membership degree of x in F, with the degrees 1 and 0 representing,
respectively, the full membership and the non-membership of the element to F.

3.1 Services and Scales of Values for the Fuzzy Evaluation of Service Attributes

The performance of a service by an agent α to an agent β generates the material values
of investment rαβ (from α’s counterpart) and of satisfaction sβα (from β’s counterpart).
For the evaluation of a service, according to those different points of view, one has to
take into account all the factors that may influence such evaluations. It follows that:

Definition 2. A service in a social exchange is defined as a tuple S = (a1, . . . , an),
where each ai, with 1 ≤ i ≤ n, n ∈ N, is a service attribute representing an aspect of
the service to be analyzed in the evaluation process of the material values generated by
the performance of S. The service is denoted by Sr(α) when the evaluation process of
the investment value rαβ of an agent α is considered. Whenever the evaluation process
of the satisfaction value sβα of an agent β is analyzed, the service is denoted by Ss(β).

5 Notice that Piaget’s notion of equilibrium has no game-theoretic meaning, since it involves no
notion of game strategy, and concerns just an algebraic sum.

6 See also [5, 6, 9–11], for more details on this modeling.
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The set of attributes is application dependent, and may be different for the evaluation
of the service from de points of view of either the agent that performs the service or the
one that receives the service. An attributes is represented by a linguistic variable, whose
value is expressed qualitatively by a linguistic term specified by a membership function
µ, which constitutes the fuzzy scale for the qualitative evaluation of the attribute (see,
e.g., the fuzzy scale for the evaluation of the attribute complexity, shown in Fig. 1, where
the possible values for the complexity are: low, medium and high).7 The limit value of
the x-axis in an evaluation scale is denoted by N ∈ N.

A fuzzy scale is said to be decrescent if greater the measure in the x-axis, worse
the attribute evaluation based on the linguistic terms of the scale (see, e.g., the scale of
Fig. 1). Otherwise, the fuzzy scale is said to be crescent. A fuzzy scale for the evaluation
of an attribute a (linguistic variable), with possible values (linguistic terms) T1, . . . , Tm
is denoted by T a = 〈T1, . . . , Tm〉, where m ∈ N is the fuzzy scale cardinality. The
notation Tk ∈ T means that “the linguistic term Tk is in the fuzzy scale T ”.

3.2 Social Exchange Agent Personality Traits

The modeling of agent social exchange personality traits considered in this paper is
inspired on [6, 9], where the authors introduced a set of agent personality traits for
the application in the context of social exchanges in MAS, determining the way the
agentes decide on accepting or refusing an exchange proposal. In this paper, those social
exchange personality traits also determine different forms in which the agents evaluate
the services exchanged, generating qualitative fuzzy exchange values.

Then, an agent is said to be egoist if it overvalues the investment for the performance
of a service and depreciates the satisfaction for a service received from other agent. On
the contrary, an agent is said to be altruist whenever it overestimates its satisfaction
due to a received service and undervalues its investment when performing a service
for other agent. A tolerant agent is the one that realizes evaluations according to the
common sense, that is, according to the average of the evaluations realized by the local
people in analogous situations (obtained by, e.g., an statistical analysis).

A personality factor is associated to each agent personality trait, determining the
influence of such personality trait in a attribute evaluation. For a decrescent fuzzy scale,
the personality factors of tolerance, egoism and altruism, denoted by γtol, γego and γalt,
respectively, satisfy the following constraints:

0 ≤ γego < 1− δ (depreciation factor) (4)

1− δ ≤ γtol ≤ 1 + δ (neutral factor) (5)

1 + δ < γalt ≤ 2 (overvaluation factor) (6)

where 0<δ<1 are the variation limits. The inferior limite equal to 0 in Eq. (4) means a
depreciation of 100%, and the superior limit equal to 2 in Eq. (6) represents a overvalua-
tion of 100%. The personality factors for a crescent fuzzy scale are defined analogously.

3.3 Fuzzy Evaluation of de Services

For the evaluation of a service attribute a using a fuzzy scale it is necessary first to
realize a normalization process, which takes into account the personality factors.

7 We use trapezoidal-shape membership functions in the configuration of fuzzy scales.
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Definition 3. Let V (a) be the measured value of a service attribute a, N be the limite
value of the x-axis of a decrescent fuzzy scale and max be the limit value of a according
to the common sense. The normalized value of the service attribute a, for an agent with
personality factor γ, is defined as:

Vnor(a) = min{N,V ′(a)}, where V ′(a) =
V (a)×N

max
× (2− γ). (7)

The service attribute normalization for a crescent fuzzy scale is defined analogously.
The normalized value of the service attribute a is then evaluated in a fuzzy scale,

obtaining the fuzzy evaluation of the service attribute, denoted by µ(a) (see Fig. 1).
Consider a social exchange between a pair of agents α and β, which is started with

a service Sr(α), performed by α to β, defined as Sr(α) = (a1, . . . , an). Then, a set
of conditional rules is obtained through the crossing of the individual fuzzy evaluation
results of the service attributes a1, . . . , an, using the MAX-MIN inference rule [21].

Let T i = 〈T i1, . . . , T iki〉 be the fuzzy scale for the evaluation of the attribute ai of
the service Sr(α) = (a1, . . . , an) that an agent α performs to an agent β. Let T r =
〈T r1 , . . . , T rm〉 be the fuzzy scale for the evaluation of the investment value rαβ by α.
Then, the fuzzy evaluation of the investment value rαβ is determined by the MAX-MIN
inference rule applied over a rule base “If ... Then” of type:8

If a1 is T 1
j and a2 is T 2

l and . . . and an is Tnp
Then r′

αβ is T ′r
q

with T 1
j ∈ T 1, T 2

l ∈ T 2 . . . Tnp ∈ Tn, T rq ∈ T r.
For the evaluation of a certain rule, firstly we evaluate each condition of type ai is T ik,

with i = 1, . . . , n, as been µi(Vnor(ai)), that is, the fuzzy evaluation of the normalized
value of the service attribute ai using the fuzzy scale T i, where Vnor(ai) is determined
by Eq. (7). From those values, the evaluation of r′αβ is T ′rq is obtained as:

min{µ1(Vnor(a1)), . . . , µn(Vnor(an))}. (8)

The investment fuzzy value rαβ is then determined from the evaluation of all rules
of such type. For each term T rv , with v = 1, . . . ,m, one obtains then value

max{T ′r
v , T

′′r
v , . . . , Tωrv }, (9)

where ω ≤ k1 × . . . × kn, and ki is the cardinality of the fuzzy scale T i for the
evaluation of each service attribute ai. These values give rise to a cut in the linguistic
term T rv , and, therefore, a fuzzy region in T r. In this region, if necessary, according
to the application, it is possible to apply a method of defuzzification (e.g., the centroid
method [21]), in order to obtain a crisp value for the investment rαβ .

The same methodology is applied to obtain the fuzzy satisfaction value sβα of the
agent β for receiving the service Ss(β) = (b1, . . . , bn), with attributes b1, . . . , bn.

4 A Case Study

Consider a pizza delivery system, where there are two points of view for the evaluation:
(i) of agent α, which performs the service of delivering a pizza for an agent β, gener-
ating an investment value rαβ , where the aspects to be considered in the evaluation of

8 In this paper, we consider the Gödel t-norm. [21]



Fuzzy Evaluation of Social Exchanges Between Personality-based Agents 457

Table 1. Rules for the fuzzy evaluation of the investment value rαβ and the satisfaction value sβα

rαβ (d× cl) low medium high sβα (t× ct) cheap medium expensive

close low medium medium fast high high medium

far medium medium high medium high medium low

very-far medium high high slow medium low low

Table 2. Equations of the fuzzy material equilibrium of the stage Iαβ (rαβ × sβα)

Iαβ low medium high

low rαβ = sβα rαβ < sβα rαβ << sβα
medium rαβ > sβα rαβ = sβα rαβ < sβα
high rαβ >> sβα rαβ > sβα rαβ = sβα

the service are the complexity (cl) of the pizza elaboration process and the distance (d)
of β’s residence, where the pizza should be delivered; (ii) of agent β, which receives
the service, generating a satisfaction value sβα, where the aspects to be considered in
the evaluation are the delivery time (t) and the cost (ct) (the amount paid by β for the
pizza). Then, this service is defined by: Sr(α) = {d, cl} and Ss(β) = {t, ct}.

Agents with different personality factors are considered, and we analyze in detail
the evaluations realized by α3 (with egoism personality factor γα3 = 0.3) and β15 (with
altruism personality factor γβ15 = 1.5).

4.1 Fuzzy Evaluation of the Investment Value

For the fuzzy evaluation of the investment value of the pizza delivery service Sr(α) =
{d, cl}, let the fuzzy scales for the evaluation of the service attributes d (delivery dis-
tance) and cl (complexity), and of the investment value rαβ , be given, respectively, by:

T d = 〈very-close, close, far, very-far〉; T cl = 〈low, medium, high〉;
T r = 〈low, medium, high〉.

The rule base for the fuzzy evaluation of the service investment value Sr(α) =
{d, cl}, based on the fuzzy evaluation of its service attributes, is shown in Tab. 1.

Consider an instance of the service Sr(α) = {d, cl}, whose attributes are measured
as V (cl) = 40 and V (d) = 5. The normalization process of these service attributes,
realized by the egoist agent α3 (with egoism factor γego = 0.3), using Eq. (7), results,
respectively, in Vnor(cl) = 6.80 and Vnor(d) = 5.66, for maxcl = 70 and maxd = 15.
For the tolerant agent α11 (with tolerance factor γtol = 1.1), the normalization process
of those same attribute values results in Vnor(cl) = 3.6 and Vnor(d) = 3, respectively.

Figures 1 and 2 show, respectively, the fuzzy evaluations of the normalized values
Vnor(cl) = 3.6 and Vnor(d) = 3 of the attributes cl and d, according to their respec-
tive fuzzy scales9, realized for agentes with different personality factors. In particular,
compare the neutral evaluation realized by the tolerant agent α11 with the overvalued
evaluation realized by the egoist agent α3, in order to see the influence of the personal-
ity factors in the agent evaluations. The fuzzy evaluations of the service attributes cl and
d, realized by the egoist agent α3, result, respectively, in the following fuzzy values:

9 In all fuzzy scales we adopt N = 10.
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Fig. 1. Fuzzy evaluation of the service attribute complexity (cl)

Fig. 2. Fuzzy evaluation of the service attribute delivery distance (d)

“cl is medium” with degree 0.8 and “cl is high” with degree 0.86
“d is close” with degree 0.34 and “d is far ” with degree 0.66.

With those fuzzy values, we then evaluate the rules of Tab. 1 that are applicable in
this case. Then, using Eq. (9), the fuzzy value of the investment of α3 is obtained as:

“rα3β is medium” with degree max{0.34, 0.34, 0.66} = 0.66 and
“rα3β is high” with degree 0.66,

generating the fuzzy region of Fig. 3. The output crisp value of the investment, if nec-
essary, can be obtained by using the centroid method, resulting in 6.852866.

4.2 Fuzzy Evaluation of the Satisfaction Value

For the fuzzy evaluation of the satisfaction value of the pizza delivery service Ss(β) =
{t, ct}, let the fuzzy scales for the evaluation of the service attributes t (delivery time)
and ct (cost), and of the satisfaction value sβα, be given, respectively, by:

T t = 〈fast,medium,slow〉; T cl = 〈cheap,medium,expensive〉;
T s = 〈low,medium,high〉.

The rule base for the fuzzy evaluation of the service investment value sβα = {t, ct},
based on the fuzzy evaluation of the respective service attributes, is presented in Tab. 1.

Consider an instance of the service sβα = {t, ct}, whose attributes are measured as
V (t) = 30 e V (ct) = 40. The normalization process of these attributes, realized by the
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Fig. 3. Geometric representation of α3’s fuzzy investment value

Fig. 4. Fuzzy evaluation of the service attribute cost (ct)

altruist agent β15 (with altruism factor γalt = 1.5), using Eq. (7), results, respectively,
in Vnor(t) = 2.5 and Vnor(ct) = 3.33, for maxt = 60 and maxct = 40. For the
tolerant agent β11 (with tolerance factor γtol = 1.1), the normalization process of those
same attribute values results in Vnor(t) = 4.50 and Vnor(ct) = 5.99, respectively.

Figures 4 and 5 show, respectively, the fuzzy evaluations of the normalized values
Vnor(t) = 4.50 and Vnor(ct) = 5.99 of the attributes t and ct, according to their respec-
tive fuzzy scales, realized for agentes with different personality factors. In particular,
compare the neutral evaluation realized by the tolerant agent β11 with the underesti-
mated evaluation realized by the altruist agent β15, which is another example of the
influence of the personality factors in the agent evaluations.

The fuzzy evaluations of the service attributes t and ct, realized by the altruist agent
β15, result, respectively, in the following fuzzy values:

“t is fast” with degree 0.75 and “t is medium” with degree 0.25,
“ct is cheap” with degree 0.44 and “ct is medium” with degree 0.22.

With those fuzzy values, we then evaluate the rules of Tab. 1 that are applicable in
this case. Then, using Eq. (9), the fuzzy value of the satisfaction of β15 is obtained as:

“sβ15α3 is high” with degree max{0.44, 0.22, 0.25} = 0.44 and
“sβ15α3 is medium” with degree 0.22,

generating the fuzzy region of Fig. 6. The output crisp value of the satisfaction, if neces-
sary for any application, can be obtained by the centroid method, resulting in 2.866667.
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Fig. 5. Fuzzy Evaluation of the service attribute delivery time (t)

Fig. 6. Geometric representation of β15’s fuzzy satisfaction value

4.3 Equations of Fuzzy Equilibrium
With the results obtained in Sections 4.1 and 4.2, we evaluate the fuzzy material equilib-
rium in the first stage of a social exchange between the agents α and β, generalizing the
first equality of Rule Iαβ (Eq. (1)), whose rule base is given in Tab. 2. In this table, it is
possible to observe the notion of fuzzy equilibrium (the case in which the investment of
agent α and the satisfaction of agent β are “equivalent” with a certain degree) or the two
notions of fuzzy disequilibrium (the cases in which the investment of α is either “less
than” or “much less than” the satisfaction of β with a certain degree, or vice-versa). Let
the fuzzy investment and satisfaction values be given, respectively, by:

“rα3β15 is medium” with degree 0.66 and “rαβ is high” with degree 0.66, and
“sβ15α3 is medium” with degree 0.22 and “sβ15α3 is high” with degree 0.44.

We evaluate the rules of Tab. 2 that are applicable in this case, using Eq. (9). Then,
the equations of fuzzy material equilibrium of the stage Iα3β15 are evaluated as follows,
generating the fuzzy region of Fig. 7:

“Iα3β15 is rα3β15 < sα3β15” with degree 0.44 and
“Iα3β15 is rα3β15 = sα3β15” with degree max{0.22, 0.44} = 0.44 and

“Iα3β15 is rα3β15 > sα3β15” with degree 0.22.

5 Conclusion

Social exchange values have been applied in different contexts in MAS [5–12]. How-
ever, since social exchange values are qualitative values for subjective concepts, one
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Fig. 7. Fuzzy material equilibrium of the stage Iα3β15a

has that their computational representation is not so trivial, as discussed in Sect. 1.
On the other hand, Fuzzy Sets constitute the oldest and most reported soft computing
paradigm, been well-suited to model different forms of uncertainties, ambiguities and
subjectiveness, often encountered in real life. Fuzzy Logic has been applied in Social
Simulation in order to cope with complex agent-based models for the simulation of
human behavior [23, 24], and, in particular, human personality traits [17, 18].

This work introduced an approach based on Fuzzy Logic for the evaluation of the
material social exchange values generated in the first stage of a social exchange, with
an application in personality-based MAS, where social exchange personality traits are
defined as the way the agents qualitatively evaluate the services performed and/or re-
ceived, after the decision on accepting or refusing an exchange proposal. The equations
of fuzzy material equilibrium associated to this stage were also established. A case
study was analyzed allowing to evaluate the potentiality of the proposed approach.

Although for simplicity just a small number of service attributes were considered,
we remark that the approach is flexible enough to allow the addition of other different
attributes. Moreover, the approach can be applied for the subjective, imprecise or vague
evaluation of any other kind of service performable by agents.

Ongoing work is concerned with the fuzzy evaluation of the virtual values, which
we intend to do using linguistic modifiers [21], and then the three equations of fuzzy
equilibrium may be established. Future work will be concerned with the development
of a fuzzy perception mechanism for BDI agentes [25], in order to incorporate fuzzy
perception in the social exchange simulator described in [9].
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Abstract. This paper presents a conceptual model for the panic in
crowds’ phenomenon. The proposed model is based on social science
theories related to collective behavior. Such model could be applied in
two dimensions: (i) to assist in proposing new structures or variations
for collective panic situations, checking the viability of their existence
and inner-working; (ii) to get a better understanding of social, anthro-
pological and psychological foundations, etc. which drive and maintain
the panic in crowds type of collective behavior. One of the challenges
to be faced by this study is the integration of different theories in a co-
herent and robust way, since many of them have contradictory positions.
Besides, thanks to the fact that these theories show a higher degree of ab-
straction, adjustments will be made in order to achieve the computability
of the proposed conceptual model.

1 Introduction

The study of human groups’ behavior, which is controlled by institutionalized
rules and traditions, is the focus of Sociology. In turn, the research field called
Collective Behavior deals with situations which human behavior is not based on
current and socially accepted cultural norms. Specifically, the panic in crowds’
phenomenon is a kind of collective behavior which involves a certain amount of
people being exposed to a dangerous situation. In such situation there is always
an imminent risk and a feeling of urgency for action.

Studies regarding panic in crowds are important because they assist in achiev-
ing a clearer and detailed understanding of the social theories, and could be used
as a basis of algorithms which will uncover new ways of solving computational
problems. Also, the studies’ results could help in predicting the birth of collec-
tive panic and/or highlighting actions that might reduce material and mostly
human losses. The understanding of this behavior makes it possible to design
safer and more efficient public places such as theaters, movie theaters, residential
buildings and stadiums.

However, even with the importance of studies about panic in crowds phe-
nomenon there is a restrict amount of simulations that deals with this kind of
collective behavior [1]. In order to help in filling this gap, a multi-agent concep-
tual model for collective panic is proposed. The first contribution of this model is



464 R.S. França, M.G.B. Marietto, M.B. Steinberger

the fact that it could be used for simulation building which offers a more precise
comprehension of the phenomenon dynamics, taking some aspects into consid-
eration such as social, psychological and anthropological elements. The second
contribution refers to the application of Multi-agent Systems (MAS) theory for
model building because MAS allow us to establish a relationship between a pro-
gram and an individual, so it will be to simulate an artificial world formed by
interactive computational entities. This multi-agent modeling process is able to
transpose from a crowd in panic behavior to a similar conceptual model, with
a proper theoretical-technical framework for modeling and understanding com-
plex social processes such as coordination, formation of coalitions and groups,
conventions and norms’ evolution, micro-to-macro linking, and so on.

The remaining of this paper is structured as follows: in Section 2 there is a
brief description of the theory which this paper is based on. Section 3 is the core
of this paper, featuring a proposal for a conceptual model for panic in crowds.
Related works and a single comparison can be found in Section 4. Finally, in
Sect. 5, some conclusions are presented.

2 Collective Behavior

The main focus of the sociological studies is the culturally-based human groups,
more specifically certain groups that behave according to well-established and
institutionalized rules. On the other hand, the field of collective behavior deals
with collectivities that contradict or reinterpret society norms and standards.
Among the classical definitions for collective behavior we cite [2]: “collective
behavior is the set of social behaviors which the usual conventions stop driving the
actions and the individuals transcend, exceed or collectively subvert the standards
and the institutionalized structures”.

In the collective behavior field, there is a consensus in defining at least three
classes of this kind of behavior: the public, the mass and the crowd. The crowd
is a localized collective behavior which individuals are close enough to make a
physical contact. Some authors classify the crowds in: (i) Active crowd, such
as mutinies, lynching mobs and rebellions; (ii) Casual crowd, such as crowds
that get together to watch a display window being decorated; (iii) Conventional
crowd, for instance an audience for a soccer game or any other recreational
activity; (iv) Expressive crowd, for instance the dancing crowds at carnaval and
some religious groups; (v) Panic crowd, which is formed when people are exposed
to a dangerous situation and that leads them to create the perception of need
to stay away from danger in a social and shared way, such as earthquakes and
fires. The next subsection will cover the structural and functional aspects of the
panic crowd behavior.

2.1 Panic Crowd Behavior in an Interactionism Approach

The theoretical model presented herein is based on the emergent-norm interac-
tionist approach presented in the Sec. 4. Its basic scheme is displayed at Figure
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1. The steps were placed sequentially just for didactical purposes. However, a
person could skip, repeat or take a different step order.

7.Collective
Panic

Behavior

M
il
li
n
g

1.Ordinary Condition

2.Social Unrest
? ? ?

?

???

3.Communcation Begins

5.Collective Excitement

6.Social Contagion

4.Collective 
Representation is Forming

Fig. 1. Panic in Crowds Collective Behavior Overview.

Initially, the individuals are in an ordinary condition which norms and
social structures are aligned with what is socially accepted. When is perceived
a disorder on the established social structure the individuals feel uneasy and
apprehensive, trying to understand the non-structured and ambiguous situation
that just happened. A disturb is an event that presents itself as an imminent
threat to the agent’s life, like a fire alarm or a smoke cloud, and such event draws
the person’s attention and forces him to act, leading to a social unrest. After
that, the individuals start looking for information that could help them in re-
defining the current context. In these conditions, people become more susceptible
to rumors, since there is a feeling of uncertain and insecurity. The conventional
behavior starts to break down. Since there is a need to understand the situation,
people engage themselves in a milling process, looking the other individuals’
reactions and comparing those reactions with your own set of expectations. In
this process, a need for searching a sanctioned and socially-built meaning arises,
into a relatively non-structured situation [2]. The milling is important because
draws the individual attention to the situation and actions from the collectivity,
taking himself out of focus e pointing his attention to the other agents actions.

With a higher focus on themselves, the individuals respond faster and more
direct to each other, preparing the environment for the formation of a shared un-
derstanding of what is happening. Then, the collectivity pass to the collective
excitement stage, when individual representations are combined and synthe-
sized by the group, helping in the formation of a collective representation/image
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of the situation. This shared representation increases the individual’s susceptibil-
ity, reducing his capability of creating different impressions from the collectivity.
That way he could enter in a line of conduct socially forbidden that he could
not conceive and execute, such as pushing and running over people. The so-
cial contagion is an intense form of collective excitement, promoting a fast
dissemination of the collectively formed representation, empowering the social
cohesion and making room for a collective action. Finally, when the individuals
have built a collective representation of the situation it is possible to choose and
execute actions. At this moment, the collective crisis created by a struggle for
survival comes to an apex, and the collective panic is installed. Since the par-
ticipants don’t share traditional expectations about the way they should behave,
the results are uncertain.

3 A Model for Panic Behavior

In order to build the proposed model for this paper, the following elements were
taken into consideration: (i) the agent’s architecture, which represents a person
in a panic situation; (ii) three environments where the agents’ main interactional
aspects will happen; (iii) a socially-built system called Group Mind, which de-
fines how each individual representation of the situation can be socially changed
and synthesized by the collectivity, in order to make a shared context.

3.1 Environments Description

The agents of the model proposed by this paper have access to three envi-
ronments (Fig. 2): Physical Environment, Communication Environment
and Group Mind. The General Environment covers these three environ-
ments.

General Environment
Communication 

Environment

Physical 
Environment

Group Mind

Ma
cro

Col
lec

tiv
e R

epr
ese

nta
tio

n

Fig. 2. General Environment and its Components.

The Physical Environment (Fig. 3(a)) is the place where the agents will
physically interact with each other and with other objects such as furniture,
obstacles, walls, etc. There are specific points where the threat will appear, as
well as exit points.

In the Communication Environment (see Fig. 3(b)) messages will be dissi-
pated and the agents can be disturbed by them, according to parameters of cy-
bernetics theories inspired by Norbert Wiener [3]. There is no direct information
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Physical Environment

Person
Obstacle
Threat
Exit

(a) Physical Environment

Communication Environment

(b) Communication Environment

Fig. 3. Physical and Communication Environment

exchange among the agents. Instead, whenever an agent needs to communicate
the messages are dissipated into the environment. In the same way, each agent
is autonomous to check the Communication Environment in order to define
whether the message is relevant for reaching its goals.

The Group Mind manages a collectivity-built framework made of expecta-
tions networks that are formed by the repetition of similar events. Expectations
are incidents of expected behaviors by an agent in spite of a situation, and these
expectations guide their actions [4]. Agents in society expect certain types of
behavior from the others, and they deal with different types of behavior as ex-
pectation deviations. In this proposed model, each person makes its own expec-
tations network, and it is stored in the Micro Collective Representation
Module (Subsection 3.2, item B). Finally, the current situation is qualitatively-
new information that cannot be identified by just looking at one of the forming
units (the individual expectations networks). This emerging process of current
context’s shared representation is controlled by the Group Mind, which makes
abstractions, generalizations, averages and schemes from the individual expec-
tations. The resulting social structure (a net of shared expectations) is stored in
the Macro Collective Representation.

In order to make the situation being processed and interpreted it is required
that its base elements are socially built and act like significant symbols. In this
model such symbols are: a goal, an object and a line of action. The goal restricts
the actions allowed for the agent. For each goal there is a set of possible actions
that the agent might engage. The object refers to the entity which the agents
will be acting upon. Objects can be physical (a fire blaze), an abstract concept
(sense of justice, homeland and family) or a junction of these two things. A line
of action is a suggestion of how to act in an ambivalent and uncertain situation.

3.2 Architecture of the Person Agent

The Person agent represents an individual in a physical environment that will
pass through a panic situation. Its architecture is formed by four modules, as seen
at Fig. 4: Perturbation Module, Belief and Knowledge Management
Module, Social-Cognitive Module and Dissipation Module. These mod-
ules are described below.
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Fig. 4. Person Agent Architecture Overview.

A. Perturbation Module (PM) The Figure 5(a) shows PM’s architecture,
which is formed by Data Picker (DP) and the Information Analyzer (IA).
The DP constantly scans the Communication Environment, looking for dis-
turbing messages. In order to do so it analyzes - considering some information
from the Rule Set (see item B) - whether the message is related to individual’s
action on reactive, functional or dynamic perspective.

When a message is accepted by the DP, it is sent to the Information An-
alyzer which, at first, checks the information formatting (syntax) in an Agent
Communication Language. After that, a semantic analysis is performed, in order
to check the way the information was externalized as a gesture or speech, and
the mood (lovely, aggressive, neutral) [4]. After the syntactical and semantical
analysis, the information is stored in the Belief Base or in the Knowledge
Base (see item B) and that happens whether the information can be proved by
physical evidences perceived by the agent (knowledge), or the information was
caught from other agent without evidence (belief).
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DM
Dissipation
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Generator

%

+

(b) Dissipation Module

Fig. 5. Perturbation and Dissipation Modules

B. Belief and Knowledge Management Module The belief and knowledge
management module works as a manager of the information bases required for
the proper agent operation. This module is comprised of Knowledge Base,
Rule Set, Belief Base and Micro Collective Representation. Figure
6(a) shows an overview of this module.

The Belief Base takes the information that has not been proved by the
agent. For instance, if the agent decides to leave the environment and he does
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Fig. 6. Belief and Knowledge Management Module and Social-Cognitive Module

not know the exit position, he will inquire the nearby agents. The information
provided by the other agents will be treated as a belief until the agent gets closer
to an exit and testifies that the information is logical. On the other hand, the
Knowledge Base deals with three kinds of information. At first there are vari-
ables that establish the agent’s inherent features. They are called Internal State
Variables and are presented in Table 1. The second group of variables, called
Physical-External Variables, describes the information that is directly affected
or is perceived from the physical environment. A list of these variables can be
found in Table 2. Lastly there are Social State Variables which represent the
agent’s social condition and they are affected by the agents’ interactions. Some
of these variables are presented in Table 3.

Internal State Variables
Name Description
health The agent’s vital status. It depends on how much pressure the agent is taking.
speed The displacement length in each time step (meters per second).
expEvent The level of experience for the simulation’s kind of panic event. It affects most

of the agent’s social decisions.
nervousness The ratio between idealSpeed and speed. It can trigger agent’s permissiveness

increasing.
uncertainty For each information available, how much certainty the information has.

Table 1. Internal State Variables

Physical-External Variables
Name Description
temperature Localized temperature measured by the agent (Celsius).
pressure How much pressure is forcing the agent (Newtons per meter). It directly affects

health
dirThreat The direction to the threat, for escaping procedures.
hazardLevel It is based on temperature, pressure, free space availible and experience, how

dangerous the situation is.
Table 2. Physical-External Variables
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Social State Variables
Name Description
susceptibility It defines how much the agent is susceptible to the other agents’ opinions.
permissiveness The level of acceptance of the socially inadequate actions in spite of the panic

situation.
cbStatus The agent’s collective behavior status. Which collective behavior step the

agent is currently engaged.
Table 3. Social State Variables

The rule set defines the agent operation in his life cycle. These rules are
classified in: (i) Functionals, which establish the agent’s identity and the pursue
of his goals, such as Walking and checking its own health; (ii) Reactives, related
to agent’s survival and usually time-constrained, such as running away from the
fire and throwing water at the fire; (iii) Dynamics, which rely on learning, such as
learning how to put out the fire or how to safely escapes from the environment.

The Micro Collective Representation stores the representation/image
of the current situation locally and individually created by each agent, but tak-
ing a mutual feedback process among the agency elements into consideration.
The tendency is that during this collective process a symbol convergence will
happen and that will make common imaginary and unified actions. Thus, these
individual imaginaries will help in the formation of the Macro Collective
Representation, located at the Group Mind (see item C).

C. Social-Cognitive Module This module is responsible for coordinating the
agent Person other modules’ actions, managing their autonomous and private
process. It is made of the following cores (see Fig. 6(b)): Cognitive Core
(CogC), Collective Behavior Core (CBC) and Communication Core
(ComC). The CogC stands in continuous processing, managing information and
guiding actions so the agent can pursue its goals. As long as the individual is
in a situation that does not pose as a threat to its life (see Fig 1, item 1), the
CogC leads the agent to a certain behavior that it accepts the rules and roles
established in the society. However, if an event that poses a threat is triggered,
the CogC passes his duties to the CBC. This replacement makes the agent act
in a collective way, engaging in the collective behavior.

In order to quantify the threat, the agent checks his experience for this kind
of event (fire) and the hazardous level he assigned for that situation. At this
moment, the functional and dynamic rules remain strong, and the reactive rules
remain weak. Besides, the individual is lacking in information to follow a certain
line of action. In order to go to next step (social unrest), the uncertainty level
assigned for the situation must be higher than a certain threshold, which implies
that the agent doesn’t know what is happening, so he feels that he needs more
information about the event.

Going into a social unrest (Fig. 1, item 2), the agent searches for information
that helps him in analyzing what is happening. Its uncertainty level rises since it
is unable to understand the event by himself, so it engages in the milling process
(Fig. 1, item 2). At this point, the agent increases his communication with the
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others, trying to build his own Micro Collective Representation (Fig.
1, item 4). At the same time the personal value variable is affected, increasing
the agent’s acceptance for external thoughts. The agents become less aware of
themselves as individuals and more aware of the others. The dynamic rules (e.g.
learning how to perform an operational task) become weaker because the sense
of urgency is stronger in a dangerous situation than in an ordinary condition.

Collective excitement (Fig. 1, item 5) begins when the permissiveness starts
to interfere on the agent’s choices. At this point the agents can choose socially
unacceptable actions, such as running over people. Functional rules loose their
strength (mostly because permissiveness is rising) and reactive rules get stronger.
When the agents define a goal and an object for action, the macro collective rep-
resentation starts to develop and to establish. This step is called social contagion
(Fig. 1, item 6) because the communication and interaction among agents are in
such condition that some individuals - not yet engaged in collective behavior -
are attracted by the group, and they are induced to be part of this process. The
reactive rules become the strongest rules for the agent. Since the permissiveness
is high, the agents can choose actions treated as socially improper. Dynamic
rules, such as learning how to escape are limited.

Finally, the collective panic behavior (Fig. 1, item 7) is installed when the
agents choose a line of action to be followed by the collectivity. The agents are
fully engaged in the collective behavior, and they will stay on that condition until
they do not feel threatened. The ComC receives all requests for communication
from the CogC and the CBC and puts those requests in a queue for being
dispatched by the Dissipation Module.

D. Dissipation Module (DM) Whenever the agent needs to send a mes-
sage to the other agents, this module is requested. The DM (Fig. 5(b)) receives
the message from the Communication Core. Inside the DM the Dissipation
Generator (DC) prepares the message to be dissipated on the environment
by encoding, adding other relevant data, such as the message format (using an
ACL) and how it should be expressed in the environment: if it is a gesture or a
speech and how the message mood is (lovely, cold, etc.).

4 Comparative Analysis of Panic Behavior Models

After analyzing Collective Behavior literature, three theoretical approaches could
be found to explain panic crowd phenomenon. The first one, called Contagion
Theory, holds that the individual in a crowd loses his conscious personality and
obeys all suggestions from the crowd, similar to a hypnotized person following a
hypnotizer. Social sciences researchers such as Le Bon [5] followed this approach.
The simulation model presented in [6],[7] were based on Contagion Theory for
their modeling.

There is a second approach for collective behavior which deals with it in a
more rational and objective-aware fashion and it is based on the Symbolic Inter-
actionism theory, which considers that collective behavior is an outcome of the
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interactions among individuals, which are able to evaluate the information they
receive and to decide on its usage at the present situation. In the Emergent
Norm Theory [2] (employed by this paper) the agents assign positive or neg-
ative values to the information they receive and that leads to the development
of an interactive cognition. This approach analyzes the agents’ micro-properties
that help in the social systems’ formation. It also analyzes the behavior patterns
at the group level. As examples of computational works based on this approach
there is [8].

A variant of this second approach, commonly called Structuralism, inverts
the formula and emphasizes the social structures studies and their impact of
these structures on the individuals. It is a macro-to-micro approach since it con-
siders the social changes are triggered from the social (macro) to the individuals
(micro). Social Science researchers such as [9] embraced the structural theory
approach. After analyzing the current literature, works that had computation-
ally implemented the macro-to-micro approach for panic crowd situations were
not found.

The Table 4 shows a comparison based on the following elements: reactive ap-
proach, cognitive approach, micro-level explicitation, macro-level explicitation,
communication forms and panic behavior explicitation. The reactive and cogni-
tive approaches are related to how individuals are modeled in the system. In a
reactive standpoint the agents do not have well-defined symbolic constructions
of their internal processes, neither of the environments where they are inserted.
The behavior is of a stimulus-response type. On the other hand, a cognitive
standpoint allows the agent to make an environment and collectivity members’
explicit representation, bringing memory and reasoning about the past chosen
actions and planning the future actions. The micro-level and macro-level ex-
plicitation parameters refer to the presence of components that represent the
collectivity’s micro and macro levels in an explicit way. The micro level deals
with the agents and their interactions. The macro level displays the main forces
that keep stability and force changes to society, making the social structures and
the collective behaviors explicit [4]. The communication form parameter deals
with the interactions among the collectivity agents. These interactions can hap-
pen (i) in an indirect manner, when the information is exchanged through the
environment, (ii) in a direct manner, when there is direct information exchange
among the agents, (iii) with the perturbation and dissipation processes, as pro-
posed by Luhmann [10]. Finally, the panic behavior explicitation parameter deals
with the usage of the collective behavior formation stages explained in Sec. 2. If
such stages are modeled and the transition is described in detail for each agent,
so they could behave more realistically, and the simulation could be closer to
the real phenomenon. Or if a physical or mathematical model is adapted to fit
collective behavior empirical data.

In [6] the main concept is moving groups of people from a place in a panic
situation to a safer place. Emotions are used to guide the agents and they are
used as clauses for the agent’s state change. The crowd movement is ruled by
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Table 4. Panic Behavior Modeling Comparison Matrix

First Category Second Category
Features [6] [7] [8] Proposed Model

Reactive or Cognitive Ap-
proach

REA1 REA COG COG

Micro-level explicitation Movement
Formulas

Social Force
Model

Individual Be-
havior Model
and Global Rules

Collective modeled
agents

Macro-level explicitation Not avail-
able

Not available Not available Imaginary and
Group Mind forma-
tion

Commun. forms Indirect
message
exchange

No message ex-
change

Not available Perturbation and
dissipation

Panic Behavior Modeling ex-
plicitation

Not avail-
able

Not available Not available Framework based
on Symbolic Inter-
actionism

formulas 1. The Micro-Level explicitation lies on crowds’ formula-applied move-
ment and pushing. There is no macro-level explicitation. On the communication
side, the groups of people put pheromones on the environment to qualify it as
safe or unsafe, promoting an indirect communication. There is no panic behavior
explicitation, although the usage of emotions to aid the agent choices.

The authors in [7] present a crowd behavior model based on social forces and
a mathematical model which uses physical forces and certain social behaviors as
attractive or repulsive forces. There is no message exchange among the agents
(since their interactions are based on differential equations and a simple force
system application) either a macro-level explicitation. The micro-level explici-
tation described in this paper is entirely based on formulas and physical forces.
After applying such formulas the agent can move or stay still.

The authors in [8] describe an individual behavior model for agents. Although
there is no explicit way of interaction or communication, each agent is aware of
himself and the other agents. Besides, there is an internal database inside each
agent and a global database that stores state information of all agents. However
there is not an explicit panic behavior framework. The agent applies rules based
on three parameters (Crowd Density, Tension Level and Sensory Input) and his
own database, then he attempts to escape and decides how he is going to escape.
Finally, there is no macro-level explicitation.

The model proposed by this paper employs an indirect communication, by
perturbation and dissipation of information. At the micro-level, agents make
their choices based on information they could physically prove (knowledge) and
information obtained from other agents and without physical evidence (belief).
The macro-level explicitation is based on the imaginary and Group Mind forma-
tion. Finally, all steps of collective behavior formation are described and modeled
for the agent.

1 Movement ruled by formulas; behavior ruled by emotions.
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5 Conclusion

This paper proposed a conceptual model for the panic in crowds’ phenomenon. It
also presented the steps related to the structure and operation of collective panic
in a systemic and computable way, from its genesis up to its execution apex. This
model integrates theories from social scientists such as [11, 2, 10], and that inte-
gration of distinct collective panic theories (in a coherent and computable way)
is one of the challenges for this research because most of those theories presents
a higher abstraction degree and, in some cases, even contradictory points.

Three theoretical approaches were detected and presented in Sec. 2, along
with some computational works that adopt each one of these approaches. Specif-
ically, the model presented by this paper is in the second group, following an
emergent-norm interactionist approach. For future works, this conceptual model
will be implemented using the Swarm framework [12]. A simulation will be per-
formed and the resulting data will be analyzed along with theoretical and em-
pirical datasets.
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Abstract. We are interested in using Equation-based Models (EBMs) as formal 

specifications of macro-level features of social simulations, so that they could 

support the subsequent development of more detailed Agent-based Models 

(ABMs). In this work, we tried to establish the way a particular macro-level 

feature present only in the ABM of a certain society, namely, the density of the 

population in its environment, may influence the coherence between the results 

of the two models about the evolution of the population profile. We took as 

case study the HDL (Hawks, Doves, and LawAbiders) society. In our 

simulations, higher values of population density tend to produce less coherence 

between the two models, because of the interference between the population 

density parameter and the particular way the agents were programmed to 

wander in the environment. The work indicates the possibility of a systematic 

study of the interdependencies of ABMs and EBMs when they are used 

complementarily. 

Keywords: Social simulation, Equation Based Models, Agent Based Models 

1   Introduction 

Social simulations may be addressed on at least two levels: the macro social level, 

which focuses on the global behavior of the society, and the micro social level, which 

additionally studies the local behavior of the individuals of the population. 

The macro social level views the society as a whole, focuses on populations and 

sub-populations, with the predominance of the global view of the system, usually 

assuming that individuals are similar, with the same scale of values and even same 

behavior. 

The micro social level focuses on individuals, their interactions, actions and 

behaviors, how they are born and die, and how macro level features are generated 

from (emerge from) the mass of individual interactions.  

In this work, we make use of Equation Based Models (EBMs) to model directly the 

macro-level, while we use Agent Based Models (ABMs) to model directly the micro-

level, and indirectly the macro-level via emergent features.  
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The problem then arises of the compatibility between the macro-level results 

produced by the two kinds of models. Equation Based Models (EBMs) make use of 

differential or difference equations [1, where the state of the system is represented by 

a set of numerical variables, and the future state of the system is determined from its 

current state through a set of difference or differential operators that model the 

dynamics of the system.  

The Agent Based Models (ABM) work with the basic concept of an autonomous 

agent, which controls its own actions based on its perceptions of the environment, and 

that acts on that environment. Thus ABMs are composed of a set of agents that 

demonstrate individual behaviors, which collectively form the system. 

ABMs and EBMs can be seen as rival models for social simulation [2]. 

Accordingly, the critical aspects that differentiate the two kinds of models are, among 

others: 

- Individuals are characterized either separately (ABMs) or in an aggregate way 

(EBMs), which implicitly suggests that the best applicability of the ABMs is 

to the micro-level, while the best applicability of the EBMs is to the macro-

level. 

- In EBMs applied to the macro-level, the observables of the system concern 

aggregate information derived from the equation-driven evolution of 

aggregate information themselves. 

- In ABMs applied to the micro-level, individuals interact with each other 

through their behavior in the environment, so that the observables of the 

system concern aggregate information derived from the log of individual 

behaviors.  

The choice between one model or another, in the development of a social 

simulation, should be made, according to [2], in a case by case basis, centering around 

practical considerations (need to have control of behaviors of individuals in the 

simulation, need to take into account aspects of the interaction between individuals 

and the environment, etc.). 

In this paper, we take the point of view that EBMs and ABMs can be treated as 

complementary, rather than rival models, so that the idea of choice between them 

becomes meaningless. We claim that if enough features can be identified that allow 

for a safe control of the degree of coherence between the macro-level results produced 

by the two kinds of models, than EBMs of the macro-level can be used as preliminary 

formal specifications of the ABMs that should be subsequently developed.  

In such position as a formal specification of an ABM, an EBM can then be taken as 

a yardstick for the verification of the correctness of the definition and implementation 

of the ABM, possibly helping in the establishment of the faithfulness of the ABM 

(see, e.g., [3] for the problem of the faithfulness of social simulation models).  

Such purpose requires, however, an assessment of the degree of coherence between 

the results that each kind of model may provide. 

This paper focus on a particular issue, regarding that degree of coherence, namely, 

the impact that the density of the population of the ABM (that is, the number of 

agents per unit area in the environment) may have on the coherence of the macro-

level results of the two models, in the cases where the casual spatial encounters 

between individuals are important for the functioning of the social system.  
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To have a concrete case study, we analyze the influence of the population density 

on the coherence between macro-level results provided by EBMs and ABMs of the 

HDL (Hawks-Doves-LawAbiders) kind of social system [1]. 

This article is presented as follows. Section 2 presents the problem studied for both 

models, the HDL society. In sections 3 and 4, are presented the EBM and ABM 

models of the HDL society, respectively. In Section 5 the results obtained with the 

simulations are compared, focusing on the issue of the evolution of the population 

profile. Section 6 presents the conclusions regarding this work. 

2   The HDL Society 

Martinez Coll describes the evolution of the society modeled here as the necessary 

evolution of the "Hobbesian state of nature", given a Bioeconomic perspective on it 

[4]. The "Hobbesian state of nature" is one in which members of the society are 

always competing for resources, so that, as the resources always belong to someone, 

conflicts between individuals arise all the time. 

The members of this society are allowed to adopt one of three fighting strategies, 

respectively called the Hawks, Doves and LawAbiders strategies. 

- The Doves never try to get resources from others, but expect them to leave 

voluntarily; a dove abandons its resource as soon as it is attacked; if two 

doves compete for the same resource, one of them wins by chance or 

persistence; 

- The Hawks always attack and try to get resources from others; a hawk only 

gives up its action if it is badly hurt; 

- LawAbiders never attack to get resources from others, but always defend 

themselves when attacked; a LawAbider may succeed or not in its defense, 

and thus may lose its resources or get new ones in each conflict. 

During the evolution of the society, mechanisms such as inheritance, imitation and 

indoctrination may be used to spread the best strategy, so that the different strategies 

are adopted by the members of the society according to the degrees of success that the 

strategies are giving to their adopters in the conflicts.  

Each strategy involves costs and gains. Any conflict between individuals with their 

respective strategies will result in a new balance of resources, following the rule of 

profit and loss governing that meeting. For example, when two hawks meet, they 

always fight and the cost of their fight is high. In general, when two individuals with 

the same strategy meet, both have the same chance of winning or losing resources. 

3 Equation Based Model 

The evolution of each strategy at time t, for the strategies i = H, D, L, of the 

respective sub-populations of Hawks, Doves and LawAbiders, is given [1] by the 

equation 
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))(1()1( tFPtP iii +=+  (1) 

 

where the size of the sub-population is represented by the percentage variables PH, PL 

and PD, and the measure of fitness at time t by the variables FH(t), FD(t) and FL(t). The 

fitness of each strategy corresponds to how well that sub-population is doing in the 

environment, i.e., the degree of success of the strategy in relation to others.  

The yield Yi (t) that a population i presents in a time t is given by the equation 

 

∑=

j

jiji tPRtY )()(  (2) 

 

where the gain Rij is given by the rules of fight between an individual follower of the 

strategy i and an individual that follower the strategy j, as defined in Table 1. 

The yield of the entire population of the system YS(t) is obtained from the current 

profile of sub-populations 

 

)()()( tPtYtY i

i

iS ∑=  (3) 

 

Therefore, the fitness of the sub-population i at time t is given simply by the 

difference between its yield and the total yield of the population 

 

)()()( tYtYtF Sii −=  (4) 

 

The higher the yield of a sub-population in relation of the others, the greater the 

probability of its strategy being imitated by members of the other sub-populations, or 

inherited by its descendants. 

 

4 Agent Based Model  

We developed an ABM1 where individuals wander in the environment and the 

conflicts occur as they meet each other.  

In each conflict, the result of the conflict is decided in accordance with the 

strategies adopted by the fighters. Following [1], the costs and rewards involved in the 

fights were defined as in Table 1: 

                                                           
1 NetLogo was used for the development of the simulations studied in this work. 
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           Table 1. The pay-off matrix of the conflicts in the HDL society 

 Dove      Hawk     LawAbider 

Dove 2,2 0,10 1,6 

Hawk 10,0 -5,-5 2.5,-2.5 

LawAbider 6,1 -2.5,2.5 5,5 

 

Table 1 is obtained directly as a suitable intuitive numerical representation of the 

informal definition of the conflict rules ([4], cf. Sec. 2) and establishes a bridge 

between the macro-level EBM and the micro-level ABM, as it is embedded both in 

the procedure that calculates the results of the conflicts in the ABM, and in the Rij 

parameters of the EBM equations. 

Our ABM of the HDL society was implemented based on the information in Table 

1. However, many additional non-EBM related decisions have had to be made, 

because at the micro-level several particularities of individuals (which are not 

explicitly indicated in the EBM) have be considered, specially, when such features 

interfere with technical issues relating to the programming of the agent behaviors.  

This is an important issue because most of those micro-level particularities of the 

individuals often impact in strong ways the overall behavior of the multiagent society 

and, thus, the coherence between the macro-level results obtained through the ABM 

and those obtained through the EBM. In the following, we consider some of them. 

At each step the individual chooses a random direction to move. But before that, it 

must observe if there are other individuals at the final destination. If there is no other 

agent in that point, the individual may move. If there is only one other agent, the 

individual moves to that point and a conflict happens. If the point that the individual 

has chosen to move to is already occupied by two agents, then we have decided to 

make it not move to that place, remaining in their place of origin, so that only 

conflicts between two individuals may occur at each position. The fact that an 

individual does not move to a place where there are already two other individuals is 

directly related to cost accounting, which is calculated for only two individuals. 

Clearly, this is an issue that is not taken into account in the EBM, since the 

environment is also not an issue for it (cf. [2]). 

Also, the ABM has to define the spatial features of the individual moves in the 

environment. Those spatial features impact not only the probability of the occurrence 

of interactions between individuals, but also the scope of the local observations about 

the success of each strategy that each individual may make.  

For instance, if the walking proceeds with steps that are too small, the size of the 

visited region in a given time may turn out to be too small compared with the overall 

size of the environment, possibly leading to problems like: a too limited sampling of 

the society, or an excessive repetitive number of conflicts with the same sub-group of 

individuals occupying a restricted part of the environment, etc., all leading to an 

insufficient, even plainly incorrect, assessment of the current yields that the various 

strategies are producing in the society of as a whole. This is clearly another problem 

in the development of the ABM that the EBM can not help to solve 

In the ABM, another important aspect had to be defined independently of the 

EBM, which is the procedure by which each individual takes the decision to change 



480 F.M. Jeannes, A.C.R. Costa 

or not to change the strategy it is currently adopting, in consequence of its perception 

of the current yields in the society. The EBM gives no hint on such strategy, it only 

specifies the resulting percentage of strategy changes that occur in the society at each 

moment, but not the procedures the individuals may adopt to make their private 

decisions.  

In the ABM model, such decision procedures have to be made explicit. In the 

ABM implementation that we developed, each individual keeps a memory of the 

number of conflicts it has participated in, and of the balance of costs and rewards 

accumulated in those conflicts, and use either one of those information to determine 

when it is time to decide about changing strategy or not, and what such decision 

should be. 

To choose the best strategy to change to, the individual has to accumulate various 

kinds of information. As examples, we have the number of individuals of each sub-

population found in the past period under evaluation, in order to constitute a sample 

of the current distribution of individuals among the sub-populations of the society; 

also, the average balance of costs and rewards obtained by each such sample of sub-

populations, so that an estimate of the yield of each sub-population can be calculated. 

This calculation of such estimate of the yield of each sample sub-population was 

programmed as follows: at each conflict, the individual updates both the balance of 

costs and rewards and the number of individuals in the sample of the sub-population 

of the individual it has met. When it comes the time to consider a possible change of 

strategy, the individual proceeds as follows: it compares the yield of the sample of its 

own population to the total yield of the total sampled population. If the yield of the 

individual's own sampled sub-population is in disadvantage with respect to the yield 

of the total sampled population, the individual changes its strategy to that strategy 

which it has found with highest yield, in the sampled population; otherwise it keeps 

its strategy.  

Alternative decision procedures had to be tested, in order to determine the best one, 

which is the one that best matches the rate of changes in the population profile, 

defined by the EBM in the parameter 1 ( )
i

F t+  that controls the variation of the size 

of the population 
i

P , in the equation (1). A criterion requiring an unconditional 

change to the best strategy at each decision moment gives a rate of change in the 

population profile that is usually too high, compared with that determined by the 

EBM. A criterion requiring a cautious decision, based for instance on a large 

difference between the yield of the individual's own sampled population and the yield 

of the overall sampled population, may lead to a too slow rate of change in the 

population profile, compared to those required by the EBM. Clearly, the EBM gives 

no direct hint on which decision procedure should be adopted by the individual agents 

of the ABM. 

5 Results of Simulations 

The initial set up for every simulation was defined with the following set of values: 

Hawks= 90%, Doves = 5%, LawAbiders = 5% of the overall population.  
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From such initial set up, a general picture of the behavior of the population can be 

given [1]. Initially, it is expected that the Hawks mainly conflict with each other, 

leading to high-costs to the decision to keep adopting the Hawks strategy. So, the 

Hawks gradually decide to adopt either the LawAbiders strategy or the Doves 

strategy. As the number of the doves stay small at the beginning, even with some 

Hawks becoming Doves, their sub-population tend to grow, since their is the best 

yields in such situation. But as the Doves population grows, their yield reduces, and 

Doves tend to become LawAbiders. As the number of LawAbiders increase, their 

yield increasingly becomes even better, producing a permanent tendency towards the 

spread of such strategy, the LawAbiders finally winning the competition. 

We note, however, that the simulations were performed for three different 

simulation models: the EBM, the pure ABM (with agents strictly limited to a local 

view of the environment, as usually assumed in ABMs), and a so-called multilevel 

model [1] where agents were given access to external oracles that numerically 

account for certain features of the global environment. The following sub-sections 

compare the results obtained. 

5.1. The EBM Simulations 

The results of the EBM that we implemented faithfully meet the expectations, as 

shown in Fig. 1. 

 

 

Fig. 1. Result of the EBM simulation. 

5.2. The ABM Simulations 

For the ABM simulations, the following agent parameters were determined: size  of 

the steps at each simulation time equal to 5 environment cells; a number of 3 conflicts 

performed and assessed in order to decide about changing or not the strategy; and an 

environment of 50 to 50 cells, giving an environment area of 2500 cells. 

In the case of the ABM simulations, we were specifically interested in the impacts 

that the density of the population of individuals in the environment would have on the 

faithfulness of the ABM simulations with respect to the EBM simulations. 
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The number of steps simulated is determined by the time that the variation of the 

population reaches some stability. These values were determined after a considerable 

number of simulations for each of the densities discussed in this work. 

To assess such impact, we considered four different population densities, namely, 

population densities of 0.04, 0.2, 0.4 and 0.6 individuals / environment cell.  

The simulations with the population density of 0.04 were considered qualitatively 

satisfactory after running about 500000 steps, resulting in population sizes of 88% of 

Law-Abiders, 7% of Hawks and 6% of Doves, compared to the combination of 100%, 

0% and 0% required by the EBM. The average graph of the performed simulations 

can be seen in Fig. 2. 

 

Fig. 2. ABM simulation with population-density = 0.04. 

 

The simulations with population density of 0.4 were less satisfactory. The 

population sizes obtained were of 74% of LawAbiders, 18% of Hawks and 8% of 

Doves on the average, as shown in Fig. 3. 

 

 

Fig. 3. ABM simulation with population-density = 0.4 

The simulations with population density of 0.2 got worse results than simulations 

with population density of 0.04 and better than simulations with population density of 

0.4. The profile obtained was 87,35% of LawAbiders, 8,55% of Hawks and 4,1% of 

Doves, as shown in Fig. 4. 
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Fig. 4. ABM simulation with population-density = 0.2 

The simulations with population density of 0.6 were the less satisfactory. The 

population sizes obtained were of 61,5% of LawAbiders, 26,5% of Hawks and 12% 

of Doves on the average, as shown in Fig. 5. 

 

Fig. 5. ABM simulation with population-density = 0.6 

 

We have found, then, that the ABM with the restriction that agents do not occupy 

cells with more then two individuals leads to the effect that the higher the population 

density, the worse the faithfulness of the ABM to the EBM. 

This is seems to be so because with high population densities, the individuals have 

difficulty in finding places where to move to, thus tending to reduce the scope of their 

wandering and, so, tending to restrict their conflicts to their immediate neighbors, 

with the consequence that the quality of their assessments of the yields of the different 

sampled populations is reduced.  

Similarly, in a population less dense, with fewer individuals per cell, the agents 

may take more time to find another agent to fight with, so retarding the decision on 

whether to change or not the strategy. As these individual decisions affect the total 

variation of the population at each moment, the final result takes longer to appear, 

thus requiring a larger number of steps to stabilize the number of individuals in each 

population. Also, retarding the decisions may lead them to be taken when they may be 

not suitable anymore, as the environment may have changed significantly during the 

sampling period. 
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Again, we think that this analysis shows clearly a strong influence on the result of 

the ABM simulation of an unexpected interference (from the sole EBM point of view) 

between a neatly macro-level ABM parameter (the population density) and a neatly 

micro-level ABM parameter (the decision criterion about where to move to at each 

instant).  

The unexpectedness of the interference is even more strong as the programming of 

the criterion about how to wander in the environment would usually be treated as a 

"mere" programming implementation detail, assumed to have no impact on the social 

behaviors of the agents and on the overall functioning of the society. 

5.3. The Simulations of the Multilevel Model 

In a multilevel model [1], the simulations of individual behaviors are allowed to 

make use of information that has a global nature with respect to the society. The main 

advantage of multilevel models is the decrease of the need to assign to the very 

behaviors of the individual agents (forced to behave under restricted local views of 

the society) the responsibility of assessing the whole simulated society. Thus, the 

programming of the agents may concentrate on the particular behavioral issues that 

the simulation is designed to study. 

Multilevel models could be imagined that make use of agent technologies in 

different ways, from the simple simulation of agent actions on the basis of the 

evolution of individualized numerical variables [1], to the full-fledge use of agent 

oriented programming techniques, where external oracles responsible for the global 

observation of the society communicate their findings to the agents through either 

messages or globally shared variables, an alternative that we have called agent-based 

multilevel simulation in [5]. 

The multilevel model we used in this study is of that agent-based kind. The 

individuals change strategy according to probabilities that depend of the values of the 

yields, which are calculated by external oracles to match the 1 ( )
i

F t+  factors in the 

EBM model. 

 The result of a simulation for a population density of 0.04 is shown in Fig. 6, 

where the steady point of the simulation is seen to have been achieved around 15000 

simulation steps. 

Clearly, the agent-based multilevel simulation performed better than any of the 

ABMs, due to the availability of better assessments of the yields of the sub-

populations of the society. 

For the sake of space, we let for a further paper the analysis of the interference of 

the variation of the population density on the results of this agent-base multilevel 

model. 
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 Fig. 6. Agent-base Multilevel simulation with population density = 0.04. 

6 Conclusion 

We initially targeted this study to the elucidation of the interference that the 

population-density could have on the faithfulness of the ABM with respect to the 

EBM.  

We have found that the population-density, which is a macro-level parameter, has a 

strong connection to the micro-level rule of spatial displacement of the individuals in 

the ABM, to the point that the population-density parameter is able to jeopardize the 

quality of the results of the ABM simulations, if the displacement rule presents certain 

restrictions. 

The restriction that agents do not occupy cells with more then two individuals, in 

the ABM simulations, leads to the effect that the higher the population density, the 

worse the faithfulness of the ABM to the EBM. This seems to be so because, in high 

population densities, the individuals have difficulty in finding places where to move 

to, and tend to reduce the scope of their wandering and to restrict their conflicts to 

their immediate neighbors, thus reducing the quality of the assessments they make of 

the yields of the different populations of the society.  

On the other hand, in a population with low density, the agents may take long 

times to find other agent to fight with, so retarding the decision about whether to 

change or not their strategy. As these individual decisions affect the total variation of 

the population at each moment, the global result of such changes takes longer to 

appear, thus requiring a larger simulation time to stabilize the number of individuals 

in each population. 

Also, the development of the agent-based multilevel simulation model with 

external oracles able to globally assess the yields of the sub-populations allowed the 

simulations to provide more faithful results than the ABM that operates without such 

oracles. 

The two final conclusions that we reach are: first, that this work showed the 

possibility of the development of a systematic study of the interdependencies of 

ABMs and EBMs when they are used complementarily; second, that the idea of 

taking EBMs as formal specification of ABMs seems fruitful, as EBMs may then 

function as yardsticks for the assessment of the quality of the ABMs results; and third, 

that a simulation model, like the agent-based multilevel model, that adequately 
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combines resources taken from both EBMs and ABMs may provide better simulation 

results than simulations based on just ABMs. 
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Abstract. Unlabeled documents vastly outnumber labeled documents
in text classification. For this reason, semi-supervised learning is well
suited to the task. Representing text as a combination of unigrams and
bigrams has not shown consistent improvements compared to using uni-
grams in supervised text classification. Therefore, a natural question is
whether this finding extends to semi-supervised learning, which provides
a different way of combining multiple representations of data. In this
paper, we investigate this question experimentally running two semi-
supervised algorithms, Co-Training and Self-Training, on several
text datasets. Our results do not indicate improvements by combining
unigrams and bigrams in semi-supervised text classification. In addition,
they suggest that this fact may stem from a strong “correlation” between
unigrams and bigrams.

1 Introduction

Text Classification (TC) has received a great deal of attention from the machine
learning community in the last ten years. The focus has primarily been on su-
pervised classification, although there has also been interest in Semi-Supervised
Learning (SSL). In SSL, one can derive a classifier from labeled and unlabeled
data. This is particularly suited for many text classification tasks, since it is
often the case that many unlabeled documents are available although labeling
them is expensive.

A recurrent issue in TC is text representation. Extracting words, or unigrams,
is by far the most common way to represent raw text in TC [1]. While this feature
extraction technique is applicable to almost any kind of text, it has been found
to be poor for certain classification tasks [2]. For dealing with this deficiency,
word n-grams, i.e., sequences of n consecutive words, were proposed by various
researchers as a way to expand the standard unigram representation model [3].

Combinations of unigrams and n-grams, particularly bigrams (n = 2), have
not shown consistent improvement in supervised text classification [1, 3]. Thus,
a natural question arises: does this behavior extend to semi-supervised learning?
In this paper, we investigate this question, which, to the best of our knowledge



490 I.A. Braga, M.C. Monard, E.T. Matsubara

is yet unanswered. We conducted experiments on traditional text datasets using
both the Co-Training and the Self-Training semi-supervised algorithms.
The results do not indicate a major performance improvement by combining
unigrams and bigrams in SSL. Based on these results and on other measurements
taken during the execution of the Co-Training algorithm, we have found a
possible explanation of why combining unigrams and bigrams does not help
boost classification performance in SSL and even in the supervised case.

The remainder of this paper is organized as follows. In Section 2, we describe
the Co-Training and the Self-Training algorithms. In Section 3, we review
some related work and explain two different ways of combining unigrams and
bigrams in semi-supervised learning. In Section 4, we present the experimental
design and results. Finally, we discuss our findings and future work in Section 5.

2 Semi-Supervised Learning

Semi-Supervised Learning (SSL) has been applied to classification tasks in cases
where labeled examples are scarce in comparison to available unlabeled examples.
More precisely, we want to induce a classifier h → X × Y using a set of j
labeled examples {(xi, yi)

j
i=1} and a set of k unlabeled examples {(xi)

j+k
i=j+1},

with k >> j. Algorithms in SSL can be divided into single-view and multi-view
algorithms. The latter requires that examples be represented by at least two
different feature sets that are each nearly sufficient for classification on their
own.

In the next section, we show two different ways of combining unigrams and
bigrams in SSL. One of them uses a single-view algorithm, whereas the other
requires a multi-view algorithm. In the remainder of this section, we present a
single-view algorithm, Self-Training, and a multi-view one, Co-Training.
Both of them were used in the experiments we describe later.

2.1 Self-Training

Self-Training is a wrapper semi-supervised algorithm [4] that makes use of
a supervised learning algorithm that “trains” itself. Starting from a (possibly)
small labeled set, the supervised learning algorithm derives a classifier, which is
used to classify unlabeled examples that are later inserted into the labeled set.
This expanded labeled set forms the basis of another induction step, and the
process is repeated.

Algorithm 1 describes Self-Training. It takes as input a set L of labeled
examples and a set U of unlabeled examples. Initially, a classifier h is derived
using L and a supervised learning algorithm, which needs to produce classifiers
that output a confidence score for its predictions. After h is derived, it is used
to classify all examples in a randomly chosen U ′ ∈ U . The examples classified
with the greatest confidence scores are selected by the function bestExamples
and later inserted in L. If binary classification is all that matters, bestExamples
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Algorithm 1: Self-Training

Input:
– a set L of labeled examples
– a set U of unlabeled examples

repeat
use the examples in L to derive a classifier h;
randomly choose some examples from U , and insert them in U ′;
L′ = all examples in U ′ labeled by h;
L′′ = bestExamples(L′);
L = L ∪ L′′;
remove from U ′ all the examples in L′′;

until L′′ = ∅ ;
Output: h

can select the p most confident positive examples and the n most confident neg-
ative examples from L′. The algorithm stops when there are no more unlabeled
examples available or other stopping criteria are met.

2.2 Co-Training

The Co-Training algorithm [5] is the multi-view counterpart of Self-Training.
Interest in multi-view algorithms comes from the fact that they take advantage
of multiple representations (views) of the data to produce better classifiers. Co-
Training acts as if two Self-Training routines were executed simultaneously
over the same sets L and U , the differences being that 1) multiple classifiers are
derived, each one in a different view of the examples in L; and 2) the examples
labeled by each classifier are also available to derive the other classifiers in the
next iteration.

Hereafter, we assume that two views of the examples are available, so that an
example x is a pair (x1,x2), where x1 and x2 are the values of the features that
describes the example x in views 1 and 2 respectively. The general conditions
that enable Co-Training to be successful are that x1 and x2 should not be too
correlated and that the classifiers we want to learn in each view give the same
label to x1 and x2 [6].

Algorithm 2 describes Co-Training. It is similar to Self-Training, al-
though now the function bestExamples has to select the most confident ex-
amples classified by h1 and h2. In the original Co-Training algorithm [5],
bestExamples selects the p most confident positive examples and the n most con-
fident negative examples in each L′

1 and L′
2. With this version of bestExamples

in mind, at most 2p + 2n examples are labeled at each iteration, since the same
example can be selected from both L′

1 and L′
2.
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Algorithm 2: Co-Training

Input:
– a set L of labeled examples
– a set U of unlabeled examples

repeat
use view x1 of the examples in L to derive a classifier h1;
use view x2 of the examples in L to derive a classifier h2;
randomly choose some examples from U , and insert them in U ′;
L′

1 = all examples in U ′ labeled by h1;
L′

2 = all examples in U ′ labeled by h2;
L′′ = bestExamples(L′

1, L
′
2);

L = L ∪ L′′;
remove from U ′ all the examples in L′′;

until L′′ = ∅ ;
Output: h1, h2

3 Combining Unigrams and Bigrams in Text
Classification

The study of unigram and bigram combinations started in supervised text clas-
sification. Next, we briefly discuss some previous work along this line. Following
that, we explain two different ways of combining unigrams and bigrams in semi-
supervised learning.

Supervised TC There are positive and negative results reported in the text
classification literature on the subject of combining unigrams and bigrams. We
review recent work, as good reviews can be found elsewhere [3, 7].

Bekkerman et al. [3] present a critical summary of both positive and negative
results. They state that the majority of positive results are not significantly
better than the baseline results of the datasets used, and, when they are, the
baseline results tend to be very low. They also propose to combine unigrams
and bigrams in supervised text classification using a feature generation method
based on unigram and bigram clustering. However, the improvements achieved
on the well known 20 Newsgroup dataset are not statistically significant.

Caropreso et al. [8] evaluate the usefulness of unigrams and bigrams in a
learner-independent manner. They use some feature evaluation metrics to ana-
lyze the discrimination power of bigrams compared to that of unigrams. In the
Reuters-21578 dataset, they find that there are bigrams that are more discrimi-
native than unigrams. However, when more and more bigrams are selected at the
expense of letting unigrams out of the feature set, the classification performance
in the same dataset tends to degrade.

Pang et al. [2] analyze the use of machine learning techniques for sentiment
classification in textual data. They represent text documents using, among oth-
ers, unigrams, bigrams, and a single feature set that joins together unigrams
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and bigrams. This expanded feature set is then compared to what is achievable
by using unigrams or bigrams alone on the Movie Review dataset. Their results
show that the feature set composed of unigrams and bigrams does not reach a
classification performance better than unigrams.

Semi-supervised TC As far as we know, there was no attempt to study uni-
gram and bigram combinations in semi-supervised text classification. Previous
work in semi-supervised TC has only considered the use of unigrams for text rep-
resentation [9–11]. Therefore, it would be interesting to verify if this combination
can improve classification performance in semi-supervised TC.

As a first approach, we can combine unigrams and bigrams as it has been
done in supervised learning: joining the two representations together and using
a single-view semi-supervised algorithm to learn a classifier from it. However, it
should be observed that the way unigrams and bigrams will interact with each
other is fully determined by the learning algorithm used.

As we described in the last section, a multi-view semi-supervised algorithm
can be used when examples can be represented by at least two different feature
sets that are each nearly sufficient for classification on their own. As our exper-
iments in the next section suggest, this happens to be the case of unigrams and
bigrams. An interesting characteristic of this combination is that each represen-
tation is kept in its own “world”, since two classifiers are independently induced
in each representation.

4 Experimental Evaluation

We conducted experiments to evaluate unigram and bigram combinations in
semi-supervised learning. Particularly, we tried a single-view combination using
Self-Training and a multi-view combination using Co-Training. We also
ran Self-Training using unigrams and bigrams alone for comparison.

4.1 Datasets

Five text datasets were used in the experiments. One of them consists of the web
pages view from the Courses dataset [5]; three are subsets of the UseNet news
articles 20 Newsgroups dataset1; and the last one is the polarity_dataset v2.0
from the Movie Review Data2 — Table 1. All datasets except Courses are
balanced.

The datasets were decomposed into the attribute-value format, where uni-
grams (1-gram) were used as one view and bigrams (2-gram) as the second view
of the datasets. To this end, we used PreTexT II3, a locally-developed text pre-
processing tool. Stop-word removal and stemming [12] were carried out for each

1 http://people.csail.mit.edu/jrennie/20Newsgroups/
2 http://www.cs.cornell.edu/People/pabo/movie-review-data/
3 http://www.icmc.usp.br/~caneca/pretext.htm
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Table 1. Datasets description and attributes

Dataset #Doc View #Attr #Attr. P Class %Class

course 22%
Courses 1050 1-gram 12254 3313 non-course 78%

course 22%
2-gram 46421 2073 non-course 78%

pc 50%
Hardware 1943 1-gram 13398 3958 mac 50%

pc 50%
2-gram 47331 2846 mac 50%

car 50%
Vehicles 1984 1-gram 14048 5362 motorcycles 50%

car 50%
2-gram 51404 3605 motorcycles 50%

baseball 50%
Sports 1993 1-gram 14254 5741 hockey 50%

baseball 50%
2-gram 60114 4548 hockey 50%

pos. review 50%
Movie 2000 1-gram 25302 10669 neg. review 50%

pos. review 50%
2-gram 299423 9186 neg. review 50%

dataset. After that, unigrams and bigrams that appeared in 3 or less documents
were removed. The result of this pre-processing step is tabulated in Table 1,
which shows the dataset name (Dataset); number of documents in the dataset
(#Doc); number of generated attributes (#Attr); number of attributes left after
pre-processing (#Attr. P); and class distribution (%Class).

4.2 Methodology

The supervised learning algorithm we used in Self-Training and Co-Training
was the Multinomial Naive Bayes (MNB) [13]. In order to obtain a lower bound
of the error that the algorithms can reach in these datasets, we measured the
error rate of MNB using the full datasets and 10-fold cross-validation. Results
(AUC and mean error rate) are shown in Table 2. It can be observed that, al-
though there are no significant differences related to the AUC values for all the
datasets, the error rate (%Error) is a little higher using bigrams (2-gram). It is
also possible to observe that except for the Movie dataset and for the Hard-
ware dataset using bigrams, the error rate of the classifiers is low. Moreover,
using unigrams and bigrams together as a single feature set (1+2-gram) does
not always improve classification performance compared to unigrams (1-gram),
and, when it does, it is by a small margin. These results are in accordance with
our analysis of previous work.

As the datasets we use contain only labeled examples, we ran Self-Training
and Co-Training in a simulation mode, in which the true labels of an expressive
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Table 2. Multinomial Naive Bayes results

Multinomial Naive Bayes
Dataset View AUC %Error

1-gram 0.97 (0.01) 4.57 (1.61)
Courses 2-gram 0.98 (0.01) 5.24 (1.03)

1+2-gram 0.97 (0.01) 4.86 (1.45)

1-gram 0.98 (0.01) 6.23 (1.37)
Hardware 2-gram 0.96 (0.01) 12.15 (2.23)

1+2-gram 0.98 (0.01) 6.38 (1.69)

1-gram 0.99 (0.01) 2.27 (1.33)
Vehicles 2-gram 0.99 (0.01) 4.84 (2.13)

1+2-gram 0.99 (0.01) 1.82 (1.19)

1-gram 0.99 (0.03) 1.15 (0.79)
Sports 2-gram 0.99 (0.01) 3.01 (0.67)

1+2-gram 0.99 (0.01) 0.95 (0.65)

1-gram 0.87 (0.03) 19.00 (2.99)
Movie 2-gram 0.84 (0.04) 23.55 (3.32)

1+2-gram 0.87 (0.03) 18.60 (3.25)

number of examples are hidden from the algorithms to create the unlabeled set.
Furthermore, to assess the behavior of both algorithms using 10 cross-validation,
the sampling method was adapted as follows: first, the examples in both views
are paired and marked with an ID. Then, the folds are sampled so that both
training and test samples are compatible, i.e., an example identified with a given
ID appears only in the training or in the test sample in both views.

All experiments were carried out using the same number of initial labeled
examples L, distributed accordingly to the class distribution of the complete
dataset. As in SSL we are concerned with small labeled sets, we fixed this number
as 30, which corresponds to 1.5% of the number of examples in the largest
dataset. It is possible to use the class distribution of the complete dataset because
we are executing the algorithms in a simulation mode, where the true labels of the
datasets are known. Previous experiments have shown that the best results are
obtained if the true class distribution of the examples is known [14]. However, in
a real case, it would be unwise to estimate this distribution using the few labeled
examples in L.

For the sake of simplicity, consider that examples belong to two possible
classes {⊕,	}. In each iteration of Self-Training, p examples most confidently
classified as ⊕ and n examples most confidently classified as 	 are selected. The
confidence score is measured by the MNB estimative of P (⊕|x). As for Co-
Training, the same procedure is carried out for each view, and the confidence
score is measured by the estimative of P (⊕|x1) in the first view and P (⊕|x2) in
the second view. Moreover, if an example is selected in both views and h1(x1) 6=
h2(x2), the chosen label is the one given with higher confidence (ties broken
randomly). For the unbalanced dataset Courses (p, n) = (2, 8), and for the
remaining datasets (p, n) = (5, 5). Considering the different class distribution of
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the datasets, p+n = 10 is the minimum number that covers the class distribution
of all the datasets. This means that in each iteration, 10 examples from U ′

are labeled by Self-Training while a minimum of 10 and a maximum of 20
examples can be labeled by Co-Training.

4.3 Results

In what follows, 1-gram represents the unigram view representation, 2-gram the
bigram representation, and 1+2-gram represents the two views joined together
in Self-Training. Tables 3 and 4 summarize the experimental results. We use
the AUC, mean error rate (%Error) and the number of incorrectly labeled exam-
ples (#Errors) to assess the experiments. Values between brackets refer to the
standard deviation. The AUC and the mean error rate refer to the classification
on the test set, i.e. to the final classifiers generated by Self-Training or Co-
Training. On the other hand, #Errors refers to the mean number of incorrectly
labeled examples during the training phase, where the set L is incremented with
new labeled examples.

Table 3. Self-Training results

Self-Training
Dataset View AUC %Error #Errors

1-gram 0.96 (0.01) 5.43 (1.68) 45.20 (3.80)
Courses 2-gram 0.95 (0.02) 6.29 (1.50) 62.60 (8.11)

1+2-gram 0.96 (0.01) 5.24 (1.97) 40.40 (2.07)

1-gram 0.81 (0.12) 24.61 (10.80) 424.00 (130.93)
Hardware 2-gram 0.76 (0.15) 28.94 (10.51) 474.25 (198.17)

1+2-gram 0.86 (0.06) 18.76 (6.27) 341.89 (105.52)

1-gram 0.99 (0.01) 3.88 (1.57) 74.50 (15.96)
Vehicles 2-gram 0.98 (0.01) 5.44 (1.03) 137.60 (31.96)

1+2-gram 0.99 (0.01) 3.28 (1.35) 62.50 (4.88)

1-gram 0.99 (0.01) 2.16 (0.98) 39.40 (9.74)
Sports 2-gram 0.99 (0.01) 4.07 (0.87) 76.20 (22.72)

1+2-gram 0.99 (0.01) 1.91 (0.82) 36.90 (8.29)

1-gram 0.66 (0.07) 36.30 (5.86) 650.40 (85.46)
Movie 2-gram 0.60 (0.05) 42.90 (3.84) 759.40 (65.32)

1+2-gram 0.65 (0.07) 37.45 (6.03) 643.80 (123.36)

As can be observed in Table 3, Self-Training results do not show a con-
sistent improvement by joining together unigrams and bigrams (1+2-gram). Al-
though the worst results are the ones where only bigrams (2-gram) are used,
results using only unigrams (1-gram) are compatible with the ones obtained
using 1+2-gram, except for the Hardware dataset.

In Co-Training, if we do not allow the classifiers h1 and h2 to label exam-
ples for each other, we are left with Self-Training using unigrams and bigrams
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Table 4. Co-Training results

Co-Training
Dataset View AUC %Error #Errors

1-gram 0.97 (0.01) 5.52 (2.19)
Courses 2-gram 0.96 (0.02) 6.00 (1.49) 44.50 (1.96)

1-gram 0.87 (0.06) 20.28 (7.76)
Hardware 2-gram 0.84 (0.07) 23.88 (6.96) 378.33 (39.80)

1-gram 0.99 (0.01) 4.36 (1.45)
Vehicles 2-gram 0.98 (0.01) 6.38 (0.30) 102.30 (27.65)

1-gram 0.99 (0.01) 1.96 (1.10)
Sports 2-gram 0.99 (0.01) 3.96 (1.19) 42.80 (15.20)

1-gram 0.67 (0.09) 37.55 (7.42)
Movie 2-gram 0.65 (0.09) 38.70 (7.36) 681.10 (128.16)

alone (remember from Section 2 that Co-Training is the multi-view counter-
part of Self-Training). For this reason, combining unigrams and bigrams with
Co-Training is worthwhile only when the classifiers obtained by Co-Training
achieve better classification performance than the classifiers obtained by Self-
Training using unigrams or bigrams alone. Observing Tables 3 and 4, it is
possible to verify that Co-Training is not better than Self-Training using
unigrams (1-gram) or bigrams (2-gram) on the Vehicles and Movie datasets.
On the Hardware dataset, the inverse situation occurrs, and on the other
datasets, the results of both are similar.

5 Discussion and Future Work

The results reported in the previous section do not show an improvement in clas-
sification performance when we combine unigrams and bigrams in a single-view
and in a multi-view semi-supervised setting. Pursuing a possible explanation
for these results, we plotted, for each dataset, a histogram of the mean number
of examples correctly and incorrectly labeled by Co-Training versus p1 + p2,
where p1 = P (⊕|x1) and p2 = P (⊕|x2). The value of p1 +p2 for a given example
x will be close to 0 if both h1 and h2 classify x as 	 with high confidence. On
the other hand, the value of p1 + p2 will be close to 2 if both h1 and h2 classify
x as ⊕ with high confidence. Figures 1, 2, and 3 show some histograms for the
Sports, Hardware, and Movie datasets. All other histograms can be found
in http://www.icmc.usp.br/~igorab/hist/.

It is possible to observe in Figure 1 that most of the correctly labeled ex-
amples in the Sports dataset fall in the bins where p1 + p2 equals or is next
to 0 or 2. In other words, for most of the examples labeled by Co-Training in
this dataset, the classifiers h1 and h2 agree in their classification with high con-
fidence. Simply put, this means that one classifier did not help the other, what
causes the results in this dataset to be very close to the ones of Self-Training
using unigrams or bigrams alone.
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Fig. 1. Number of correctly labeled examples (#Labeled) versus p1 +p2 in the Sports
dataset

The same pattern was observed in the histograms of the other datasets. In the
Hardware dataset, for which the results are favorable to combining unigrams
and bigrams, most of the correctly labeled examples still fall near 0 or 2, although
the histogram in Figure 2 shows relatively more correctly labeled examples in
other bins. Furthermore, in the Movie dataset, for which both Co-Training
and Self-Training perform equally bad, the histogram in Figure 3 shows that
most of the incorrectly labeled examples are next to bins 0 and 2. In other words,
both classifiers h1 and h2 agree with high confidence in incorrectly labeling these
examples.
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Fig. 2. Number of correctly labeled examples (#Labeled) versus p1 + p2 in the Hard-
ware dataset
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Fig. 3. Number of incorrectly labeled examples (#Labeled) versus p1+p2 in the Movie
dataset

In summary, these histograms show a case of strong view correlation for uni-
grams and bigrams, since the classifiers derived on each of them predicts equally
with high confidence in most of the examples. However, one of the requirements
for Co-Training to succeed is that the views should not be too correlated [6].
This seems a plausible explanation for why combining unigrams and bigrams in
Co-Training does not give better results than Self-Training using unigrams
and bigrams alone. We conjecture that this view correlation is also responsible
for the small improvements observed when unigrams and bigrams are joined
together in Self-Training and in plain supervised learning.

As future work, we plan to extend the experimental evaluation to include
more datasets. We also want to explore a text representation scheme based on
carefully selected bigrams (or even trigrams). We would like to combine uni-
grams only to n-grams that, in a given domain, are more meaningful together
than apart. This selection of bigrams can start by using methods for term ex-
traction, which is a subject widely studied in the Natural Languague Processing
community [15, 16].
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Abstract. Definition extraction is an important task in NLP and IR
fields in the context of e.g. question answering, ontology learning, dic-
tionary and glossary construction. When addressed with learning algo-
rithms, it turns out to be a challenging task due to the structure of
the data set, the reason being that the definition-bearing sentences are
much fewer than the sentences that are non definitions. In this paper, we
present results from experiments that seek to obtain optimal solutions
for this problem by using a corpus written in the Portuguese language.
Our results show an improvement of 29 points regarding AUC metric
and more than 60 points when considering the F-measure.

Key words: automatic definition extraction, machine learning, imbalanced data
set.

1 Introduction

Definition Extraction is an important task in Natural Language Processing
(NLP) and Information Retrieval (IR), in the context of e.g. Question Answering
(QA), ontology learning, dictionary and glossary construction, etc.

The interest on definitions dates back to Antiquity. According to Aristo-
tle, the formal structure of a definition should resemble an equation with the
definiendum (what is to be defined) on the left hand side and the definiens (the
part which is doing the defining) on the right hand side. The definiens should
consist of two parts: the genus (the nearest superior concept) and the differen-
tiae specificae (the distinguishing characteristics). In this way, definitions would
adequately capture the concept to be defined.

A thorough study[1] on dictionary entries and definitions automatically ex-
tracted presents a description of the linguistic structure of definition sentences,
identifying 16 different types of definitions. Nevertheless, in fields such as QA
most of the research is focused on the extraction of a definition in a sentence
composed by a subject, a copular verb and a predicative phrase.
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In this field, the particular type of question, termed as definition question or
“what” question, presents characteristics that differentiate it from other ques-
tions. All other types of questions, introduced by “who”, “when”, etc., give some
clues on the type of answer which is supposed to be obtained. For example, which
semantic type of named entity would provide a better answer to the question. In
the case of definition questions, the space of answers is open and this implies that
this class of questions needs specific techniques to be dealt with. In particular,
when learning algorithms are used, this broadness gives rise to an imbalanced
data set, which, depending on the corpus and the techniques used, may present
different degrees of imbalance. For example, using a corpus consisting of ency-
clopedic text and web documents, [2] report that only 18% of the sentences
were definitions. On the other hand, using only encyclopedic documents, [3]
had a balanced corpus where the definition-bearing sentences represent 59% of
the whole corpus.

Similarly to other works in this field, in this paper a definition is considered
to be a sentence containing an expression (the definiendum) and its definition
(the definiens), connected by the verb “to be”, as in the example “FTP is a
protocol that allows the transfer of archives from a place to another through
the Internet.” The corpus used in the work reported in this paper is composed
mostly of tutorials and scientific papers in the Information Technology field,
where the definition-bearing sentences were manually annotated and represent
the 9% of all sentences.

The definition extraction problem can thus be represented as a binary clas-
sification task, where for each sentence in the corpus it is possible to assign the
correct class: “definition” or “no definition”.

In this paper, we present results obtained with the application of several
sampling approaches to our imbalanced data set in order to build more effective
classifiers for the definition extraction problem. We try to keep our model as
general as possible in order for it to be applicable in different domains. For this
reason, we only use information on part of speech (POS) as a feature. This makes
the present approach viable for all those languages that are not equipped with
rich lexical resources as learning data or in a situation where the domain is too
specific to benefit from such resources.

Our task handles several aspects that are common to different machine learn-
ing tasks in NLP applications: small amounts of data, inherent ambiguity, noisy
data (human annotators make mistakes), imbalanced class distribution, this last
aspect being the main issue addressed in this paper.

The rest of the paper is organized in the following way: Section 2 reports on
work in the area of definition extraction. Section 3 gives a brief description of the
corpus used. Sections 4 and 5 report respectively on the algorithms and on the
sampling techniques used. Section 5 is devoted to discussing possible evaluation
metrics to be used in the case of imbalanced data sets. Finally, Section 6 presents
the results and in Section 7 conclusions are drawn and future directions of our
investigation are put forward.
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2 Related Work

Previous research on automatic extraction of definitions explored the lexico-
syntactic patterns in texts taking into consideration mainly POS or lemmas as
main linguistic features. Since the 90’s, several authors have proposed methods
to identify lexico-syntactic patterns [4, 5].

DEFINDER [6] is an automatic definition extraction system that combines
simple cue-phrases and structural indicators introducing the definitions and the
defined term. It was developed with a well-structured medical corpus, where 60%
of the definitions are introduced by a set of limited text markers. The nature of
the corpus used can explain the high performance obtained by this system (87%
precision and 75% recall).

Malaise and colleagues [7] developed a system for the extraction of definitory
expressions containing hyperonym and synonym relations from French corpora,
using corpora from different domains for training and testing. These authors used
lexical-syntactic markers and patterns to detect at the same time definitions and
relations. For the two different relations (hyponym and synonym), they obtained,
respectively, 4% and 36% of recall, and 61% and 66% of precision.

More recently, machine learning techniques were combined with pattern recog-
nition in order to improve the general results. In particular, [3] used a maximum
entropy classifier to extract definitions in order to distinguish actual definitions
from other sentences. They propose several attributes to classify definition sen-
tences, namely text properties (such as n-gram and bag-of-words), sentence posi-
tion, syntactic properties and named entity classes. The corpus used was derived
from medical pages of the Dutch Wikipedia, from which they extracted sentences
based on syntactic features, ending up with 2,299 senteces of which 1,366 are
actual definitions. This gives an initial accuracy of 59%, that was improved with
machine learning algorithms up to 92.21%

In [8], a system to extract definitions from off-line documents is presented.
They experimented with three different algorithms, namely Näıve Bayes, Deci-
sion Tree and Support Vector Machine (SVM), obtaining the best score with
SVM with a F-measure of 0.83 with a balanced data set.

Westerhout and Monachesi [9] combine syntactic patterns with a Näıve Bayes
classification algorithm with the aim of extracting glossaries from tutorial docu-
ments in Dutch. They used several properties and several combinations of them,
obtaining an improvement in precision of 51.9%, but a decline in the recall of
19.1% in comparison with the syntactic pattern system developed previously by
these authors, using the same corpus.

In spite of the increasing attention the imbalanced data set issue has attracted
in the machine learning community, shown by two different workshops held in
2000 1 and 2003 2, little attention has beeen payed to the data set structure of
the definition detection task when addressed with machine learning techniques.
1 Japkowicz, editor, Proceedings of the AAAI2000 Workshop on Learning from Im-

balanced Data Sets, AAAI Tech Report WS-00-05.
2 N. V. Chawla, N. Japkowicz, and A. Kolcz, editors, Proceedings of the ICML2003

Workshop on Learning from Imbalanced Data Sets. 2003.
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Recently, some authors have started to look at this problem of imbalanced
data sets in the context of definition extraction. In particular, [10] down-sampled
their corpus using different ratios (1:1, 1:5, 1:10) in order to seek for best re-
sults. The corpus they used presented an original ratio of non-definitions to
definitions of about 19. Although they obtained some improvement in terms of
the F-measure, in particular with the ratio 1 to 5, they couldn’t improve results
obtained with a rule based grammar previously developed using the same corpus.
These authors also investigated the use of Balanced Random Forest algorithm
in order to deal with this imbalance, succeeding in outperforming the rule based
grammar previously developed by 5 percentage points [11].

3 Data Set Description

The corpus used for the experiments was collected in the context of the LT4eL
project [12]. It was used to develop different tools, such a keyword extractor,
a glossary candidate detector and an ontology, in order to support e-learning
activities[13, 14]. The corpus is composed of several tutorials and scientific pa-
pers in the field of Information Technology and has a size of 274,000 tokens.
It was automatically annotated with morpho-syntactic information using the
LX-Suite [15, 16].

Definition-bearing sentences were manually annotated. In each sentence, the
term defined, the definition and the connection verb were annotated using a
different XML tag. As the focus of this work are definitions conveyed by the verb
“to be”, a simple grammar was developed in order to extract all the sentences
with this verb as main verb. A sub-corpus was obtained, composed by 1,360
sentences, 121 of which are definitions, with a ratio of about 10:1.

As for feature selection, works in similar areas tend to use different types of
properties (text, document, syntactic, etc.). Examples of text properties are bag-
of-words and n-grams [17] either of part-of-speech or of base forms. Regarding
document properties, the position of the definition inside the document is often
used as a property [18], as well as the presence of determiners in the definiens
and in the definiendum [3]. Other relevant properties can be the presence of
named entities [3] or data from an external source such as encyclopedic data,
wordnets, etc. [19].

Most of these features are strictly related to the corpus used, rendering gen-
eralizations for other corpus very difficult. For example, in [3] the use of the
position of a definition-bearing sentence as a feature is based on the observation
that definitions tend to occur at the beginning of a document, but the corpus
used in their work was based on wikipedia articles, and this is just a character-
istic of this public encyclopedia. Similar problems arise when information other
than part of speech is used as a feature. In this case, the results obtained are
typically hard to generalize to other text domains.

For all these reasons, in the present work, instances were represented as n-
grams of POS. Different configurations were tested with n ranging from 1 to
4. From all POS n-grams extracted from the set of 1,360 definitions, the 100
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most frequent were used as features. Each sentence was represented as an array
where cells record the number of occurrences of these n-grams. In this paper,
due to the limited number of pages available, only results obtained with the best
representation are shown, that is with bi-grams.

4 Machine Learning Algorithms

When selecting learning algorithms, two different considerations were taken into
account. First, we want to use those algorithms that in literature represent the
state of the art for definition extraction and also for imbalanced data sets prob-
lems. Second, we want to cover different classes of algorithms, having at least a
representative algorithm for different classes. In this way, results obtained with
different sampling techniques may be generalized to a larger range of algorithms.
Five different algorithms were selected: Näıve Bayes, C4.5, Random Forest, k-
NN, SVM.

Näıve Bayes is a simple probabilistic classifier that is very popular in Natural
Language applications. In spite of its simplicity, it permits to obtain results quite
similar to those obtained with more complex algorithms.

C4.5 and Random Forest are two decision tree algorithms. The first is a
relatively simple algorithm that splits the data into smaller subsets using the
information gain in order to chose the attribute for splitting the data. The second
is a classifier consisting of a collection of decision trees. For each tree, a random
sample of the data set is selected (the remaining is used for error estimation),
and for each node of the tree, the decision at that node is based on a restricted
number of variables.

The k-NN algorithm is a type of instance-based learning, also called lazy
learning because, unlike the algorithms above, the training phase of the algorithm
consists only in storing the feature vectors and class labels of the training samples
and all computation is deferred for the classification phase. In this phase, the
algorithm computes the distance between the target sample and n samples in
the data set, assining the most frequent class. Two different K nearest neighbors
classifiers were constructed, with k equal to 1 and to 3.

SVM is a classifier that tries to find an optimal hyperplane that correctly
classifies data points as much as possible and separates the point of two classes
as far as possible.

All the classifiers were implemented using the Weka workbench [20].

5 Sampling Techniques

In many real-world classification applications, most of the examples are from
one of the classes, while the minority class is the interesting one. As most of
the learning algorithms are designed to maximize accuracy, the imbalance in the
class distribution leads to a poor performance of these algorithms. The issue
is therefore how to improve the classification of the minority class examples.
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A common solution is to sample the data, either randomly or intelligently, to
obtain an altered class distribution.

Random over-sampling consists of random replication of minority class ex-
amples, while in random down-sampling majority class examples are randomly
discarded until the desired amount is reached. These two very simple methods
are often criticized due to their drawbacks. Several authors pointed out that the
problem with under-sampling is that this method can discard potentially use-
ful data that could be important for the induction process. On the other hand,
random over-sampling can increase the likelihood of overfitting, since it makes
exact copies of the minority class examples.

When speaking about negative and positive examples in a data set, it is
important to have in mind that not all the examples have the same value. There
are examples that are more prototypical than others and represent better the
class to which they belong, while others are too similar to be useful, and others
are just noise.

Building on these considerations, several methods were proposed in order
to retain safe examples in the re-balanced data set. We consider here two of
such methods, namely the Condensed Nearest Neighbour Rule and Tomek Links
algorithm.

Condensed Nearest Neighbor Rule (CNN) [21] finds a consistent subset of
examples in order to eliminate the examples from the majority class that are
distant from the decision border, since these examples might be considered less
relevant for learning. The CNN is sensitive to noise and noisy examples are likely
to be misclassified as many of them will be added to the training set.

Tomek Links [22] removes both noise and borderline examples. Tomek Links
are pairs of instances of different classes that have each other as their nearest
neighbors. As an under-sampling method, only examples belonging to the ma-
jority class are eliminated. The major drawback of Tomek Links under-sampling
is that this method can discard potentially useful data that could be impor-
tant for the induction process. This method has an higher order computational
complexity and will run slower than other algorithms.

While the previous methods are intelligent down sampling techniques, SMOTE
is an over-sampling method that produces new synthetic minority class exam-
ples. SMOTE [23] forms new minority class examples by interpolating between
several minority class examples that lie together in “feature space” rather than
“data space”. For each minority class example, this algorithm introduces syn-
thetic examples along the line segments joining any/all of the k minority class
nearest neighbors (in this work k is equal to 3).

6 Evaluation Issues

Using the confusion matrix in Table 1 as a starting point, we discuss the
possible metrics for the evaluation of the classifiers investigated in this work.
One of the most used metrics is the Error Rate, defined as 1.0-(TP+TN)/(TP-
FP+FN+TN). However, using this metric implies that the class distribution is
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known and fixed, an assumption that does not hold in real world applications
as the one proposed here. Moreover, Error Rate is biased to favor the majority
class, making it a bad choice when evaluating the effects of class distribution.
Another aspect against the use of Error Rate is that it considers different classi-
fication errors as equally important, and in domains such medical diagnosis, the
error of diagnosing a sick patience as healthy is a fatal error while the contrary
is considered a much less serious error. In general, any performance metric, such
as accuracy and Error Rate, that uses values from both columns will be sensitive
to class imbalance.

Positive Prediction Negative Prediction

Positive Class True Positive (TP) False Negative (FN)
Negative Class False Positive (FP) True Negative (TN)

Table 1. Confusion Matrix for a binary classification problem

Starting from the confusion matrix it is possible to derive metrics that are
not sensitive to the skew of the data. In particular, four metrics are proposed in
[24]:

– False Negative Rate: FN/(TP+FN) - the percentage of positive examples
misclassified as belonging to the negative class

– False Positive Rate: FP/(FP+TN) - the percentage of negative examples
misclassified as belonging to the positive class

– True Negative Rate: TN/(FP+TN) - the percentage of negative examples
correctly classified as belonging to the negative class

– False Positive Rate: TP/(TP+FN) - the percentage of positive examples
correctly classified as belonging to the positive class

A good classifier should try to minimize FN and FP rates, and maximize TN
and TP rates.

Unfortunately, there is a tradeoff between these two metrics, and in order to
analyze this relationship ROC graphs are used. ROC graphs are two-dimensional
graphs where the TP rate is plotted on the Y axis and the FP rate is plotted on
the X axis. ROC graphs are consistent for a given problem even if the distribution
of positive and negative instances is highly skewed.

In order to compare classifiers, it is possible to reduce a ROC curve to a
scalar value representing the performance of the classifier. The area Under the
ROC (AUC) is a portion of the area of the unit square. Its value will always
be between 0 and 1. However, because random guessing produces the diagonal
ine between (0,0) and (1,1), which has an area of 0.5, no realistic classier should
have an AUC less than 0.5.
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In this work, we will use the AUC measure in order to assess the performance
of classifiers. Furthermore, for each classifier, we present also the F-measure3 in
order to compare our results with the results of previous works in this area.

7 Results and Discussion

In this section, we present the results for the different learning algorithms used,
namely Näıve Bayes, C4.5, Random Forest, k-NN and SVM. For each classifier,
results regarding the different sampling techniques discussed above in Section 5,
that is, random over and down sampling, SMOTE, CNN and Tomek Links are
shown. We also present results obtained using the original data set, which is the
data set with the original imbalance. This result represents our base line against
which results obtained with sampled data sets are to be compared with. Values
in bold represent the best score for each classifier.

Since the data set size does not allow us to split the corpus into two samples,
a training set and a test set, 10-fold cross validation was used.

Tables 2 and 3 display the performance of the two classifiers using k-NN
algorithm. In particular, Table 2 reports on the results of the most basic imple-
mentation of k-NN, that is with k equal to 1 (1-NN). In this case, a test example
is simply assigned to the class of its nearest neighbor. Table 3 displays results
obtained by a classifier using k-NN algorithm with k equal to 3 (3-NN).

Regarding the results in Table 2, it is possible to notice that, for the AUC
metric, only the SMOTE sampling technique is able to significantly improve the
base line, obtaining a score of 0.66 with an improvement of 10 points. If we focus
on the F-measure, there is a substantial improvement with the different tech-
niques, namely SMOTE and random down-sampling. As for AUC metric, also
when considering the F-measure, the SMOTE presents the best score, namely
0.63 with an improvement on base line of 42 points.

Regarding results in Table 3, there are 4 sampling techniques that outper-
form the base line for F-measure: SMOTE (with the best score), followed by
CNN, Tomek Links and random down-sampling. As to the AUC metric, the
best performance is achieved by SMOTE and Tomek Links, with an improve-
ment of 13 and 9 points respectively in comparison with the base line. Although
the base lines for the classifiers above are very similar, they differ in the way they
respond to the sampling techniques. In particular, the 3-NN algorithm seems to
take more advantage from the use of sampling, since it obtains better results in
all the experiments.

Tables 4 and 5 show the performance of the two classifiers based on decision
tree algorithms, namely the C4.5 and Random Forest. The results displayed
in Table 4 refer to the best setting for the C4.5 classifier, where the tree was
pruned using the C4.5 standard pruning procedure with no Laplace correction.
Regarding Table 5, the classifier was built using 10 different trees.

Similarly to previous classifiers, SMOTE sampling method presents the best
results in terms of AUC for both classifiers, with a rise of 23 and 29 points for
3 F −measure = 2∗Precision∗Recall

(Precision+Recall)
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1-NN

Sampling F-m AUC

Original 0.19 0.56
Downsampling 0.62 0.57
Oversampling 0.36 0.55
SMOTE 0.63 0.66
CNN 0.23 0.52
Tomek 0.57 0.59

Table 2. Results obtained for the classifier
using k-NN algorithm with k=1

3-NN

Sampling F-m AUC

Original 0.17 0.57
Downsampling 0.62 0.59
Oversampling 0.51 0.58
SMOTE 0.66 0.70
CNN 0.65 0.61
Tomek 0.64 0.66

Table 3. Results obtained for the classifier
using k-NN algorithm with k=3

C4.5 and Random Forest respectively. The same observation holds for the F-
measure, with an improvement of 60 and 63 points respectively. For this metric,
good results are also achieved by Tomek Links and CNN.

C4.5

Sampling F-m AUC

Original 0.17 0.65
Downsampling 0.58 0.59
Oversampling 0.37 0.67
SMOTE 0.77 0.87
CNN 0.62 0.61
Tomek 0.63 0.60

Table 4. Results obtained for the classifier
using C4.5 algorithm

Random Forest

Sampling F-m AUC

Original 0.13 0.65
Downsampling 0.57 0.65
Oversampling 0.21 0.64
SMOTE 0.75 0.94
CNN 0.59 0.66
Tomek 0.65 0.59

Table 5. Results obtained for the classifier
using Random Forest algorithm

Table 6 displays results obtained with a SVM classifier using a sigmoid kernel.
The AUC base line for this classifier is very low, with a value below 0.5. Using
sampling techniques the performance of this classifier is comparable to the 1-NN,
reaching an AUC of 0.68 with random down-sampling. It is interesting to observe
that although SVM is a complex algorithm, it achieves a performance similar
to the simplest algorithm used in this work, namely 1-NN. Furthermore it is
the only classifier where the SMOTE does not show the best result, considering
either AUC or F-measure. Only the classifier based on SVM presents the best
result when coped with the random down-sample method.

The results in Table 7 refer to a Näıve Bayes classifier using normal distri-
bution. The base line for this classifier is higher than for the other classifiers in
terms of both metrics taken in consideration. Nevertheless, the improvements
achieved with the use of sampling do reach the performance of other classifiers,
namely C4.5 and Random Forest.

In general, the SMOTE sampling technique shows the best results in terms
of AUC, followed by Tomek Links and random over-sampling. The best score
for SMOTE is achieved by Random Forest with 0.94 followed by C4.5 with 0.87.
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SVM

Sampling F-m AUC

Original 0.12 0.48
Downsampling 0.67 0.68
Oversampling 0.61 0.59
SMOTE 0.60 0.60
CNN 0.59 0.57
Tomek 0.64 0.49

Table 6. Results obtained for the classifier
using SVM algorithm

Näıve Bayes

Sampling F-m AUC

Original 0.24 0.66
Downsampling 0.62 0.62
Oversampling 0.67 0.68
SMOTE 0.72 0.76
CNN 0.64 0.63
Tomek 0.69 0.72

Table 7. Results obtained for the classifier
using Näıve Bayes

These results are comparable with those reported in the literature on imbalanced
data sets in general. In a comprehensive study on the behavior of several methods
for balancing training data, using the 11 UCI data set 4, Batista and colleagues
[24] show that in most of the cases and with several data sets in different domains
SMOTE and random over-sampling are the most effective methods. In general,
they obtain a rise in the AUC metric of few percentage points (1 to 4), when
the base line was already high (more than 0.65); when the base line was under
this value the improvement was comparable to the one obtained in our work. In
particular for the flag data set, they obtained an improvement of 34 percentage
points.

Focusing on Natural Language applications, [25] apply these methods to
sentence boundary detection in speech, showing that SMOTE and random down-
sampling get the best results with an AUC of 0.89 (the base line being 0.80).
However, they did not experiment intelligent down-sampling methods such as
CNN or Tomek Links. Batista [26], in a case study on automated annotation
of keywords , gets the best results in terms of AUC with an improvement of 4
percentage points on the original data set using a combination of SMOTE with
Tomek Links, followed by simple SMOTE.

In our case the improvement regarding the original data set is between 10 and
29 points, demonstrating how these methods can be effective in this application.

Regarding the comparison with other work in definition extraction, the im-
provement obtained on the F-measure, with the best result of 0.77 with C4.5
classifier, outperforms most of the systems presented in Section 2, confirming
the importance of sampling techniques in supporting definition extraction tasks.
For instance, [9] reports on a F-measure of 0.73, obtained with a combination
of syntactic rules and a Näıve Bayes classifiers for the Dutch language, in turn,
[10], with a similar approach, but for the Polish, obtain a F-measure of 0.35.

Furthermore, in all these works a combination of features is used in order to
reach better results, while in this paper we only use bi-grams of POS as feature.

To conclude, our results outperform those systems that represent the state
of the art in the area, such as DEFINDER, which shows a F-mesure of 0.80.

4 http://archive.ics.uci.edu/ml/
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8 Conclusions and Future Work

In this work, we presented a study on the better way to deal with imbalanced
data sets in the context of definition extraction. We reported results for five
classifiers and five different sampling techniques. Our results are comparable
to the results obtained in previous work in the area, confirming the SMOTE
sampling method as one of the most effective in dealing with imbalanced data
sets.

Furthermore, this work empirically demonstrates the effectiveness of sam-
pling methods in the definition extraction field. This finding is supported by the
magnitude of the improvement obtained in comparison with the original data
sets for both the metrics used. In particular, our results show an improvement of
29 points regarding the AUC metric and more than 60 points when considering
the F-measure.

In future work we are planning to experiment with more sampling techniques
as well combining them in different ways. Additionally, we want to use different
data sets in different languages in order to validate our findings.
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Abstract. Alignment of parallel texts (texts that are a translation of
each other) is a step required by many applications that use parallel
texts, including statistical machine translation, automatic extraction of
translation equivalents, automatic creation of concordances, etc.
Most of existing methods for parallel texts alignment try to infer simul-
taneously a bilingual word lexicon and a set of correspondences between
the occurrences of those words in the texts. Some authors suggest that
an external lexicon can be used to complement the inferred one, but
they tend to consider it secondary/optional. We defend that lexicon in-
ference should not be embedded in the alignment process, and present
LEXIC-AL, a new alignment method that relies exclusively on externally
managed lexicons. In our experiments with the European Constitution
corpus, LEXIC-AL achieves 84.45% precision and 84.55% recall.

Key words: parallel texts alignment, parallel corpora, extraction of
translation equivalents

1 Introduction

Simard et al [17], Davis et al [5], Melamed [11, 12], Ribeiro et al [16, 8] and
Ribeiro [15] use cognates as lexical cues for alignment. However, the number of
cognates and loan words is highly dependent on the languages of the texts being
aligned, as noted by Melamed [12] and confirmed by the results of the evalua-
tion carried by Bilbao et al [2] on the impact of cognates on alignment. Melamed
[12] suggests using an external bilingual lexicon in addition to cognate matching
to increase the number of correspondences. However, further ahead we present
several arguments supporting that we should go one step further and use only
an external lexicon; the identification of cognate words shouldn’t be done within
the alignment process.

Kay and Röscheisen [9], Chen [3], Fung and Church [6] and Fung and McKe-
own [7] infer (by different methods) a bilingual lexicon as part of the alignment
process and use that lexicon to establish correspondences between words in the
two parallel texts. Like for the identification of cognates mentioned above, we de-
fend that alignment should not be entangled with lexicon inference and instead
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it should rely solely on an externally managed bilingual lexicon. This separation
of alignment and lexicon extraction is supported by the following arguments:

1. Using exclusively an externally managed lexicon gives us full control over the
lexicon that is used to align. By contrast, it is not possible to avoid eventual
bogus entries in an inferred lexicon because the whole method is automatic.

2. Because the alignment depends on the size of the lexicon, an external lexicon
has greater potential to obtain better alignments because we can enrich the
lexicon over time. By contrast, the alignment methods that infer the lexicon
automatically do not improve over time, because every time they align a pair
of texts, they infer a new lexicon from scratch.

3. We can combine several sophisticated extraction methods to enrich the align-
ment lexicon. For example, we can use methods that specialize on identifi-
cation of possible cognates, extraction of multi-word translations, extraction
of single word translations, extraction of named entities, etc.

We have developed an extractor of phrase translations from aligned parallel
corpora (Aires et al [1]) that has been used to periodically augment our English-
Portuguese lexicon. The extracted equivalents are evaluated (marked as accepted
or rejected) by a linguist before they are used for alignment.

2 Method outline

Our alignment method is divided in two stages. The first stage is performed
independently for each text and is executed in parallel, taking advantage of
multiple cores or processors in the computer. In this stage we obtain the list
of occurrence offsets for each term of the lexicon occurring in the texts. This is
implemented by a procedure named lookup that takes as input a sorted list of
terms and a text, and produces a list of occurrence offsets for each term found
in the given text. This procedure is further discussed in section 3.

The second stage iterates over two steps: identify corresponding occurrences
and select a list of non-crossing occurrences to be used as alignment anchors
(see figure 1). Each iteration produces a more precise alignment (with more
anchors) and the loop terminates when two consecutive iterations produce the
same anchors.
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English Portuguese

the united kingdom o reino unido
shall not be obliged não ficará obrigado

or ou
committed comprometido
to adopt a adoptar
the euro o euro
without sem

a uma
separate
decision decisão

to do so by its distinta em esse sentido de o seu
government governo

and e
de o seu

parliament parlamento

Fig. 1: Alignment of a passage of the European Constitution. The segments in bold are
alignment anchors, i.e., non-crossing correspondences between occurrences of equivalent
terms that are in the lexicon. The other segments contain whatever text exists between
each two consecutive anchors.

The main alignment procedure is:

procedure align(TextX, TextY, ListOfTermsX, ListOfTermsY)
(first stage)

OccursX ← lookup(ListOfTermsX, TextX)
OccursY ← lookup(ListOfTermsY, TextY)

(second stage)

Anchors ← {Origin, Terminus}
repeat

Correspondences ← correspond(OccursX, OccursY, Anchors)
Anchors ← select(Correspondences)

until two consecutive iterations produce the same Anchors
output(Anchors)

end procedure

The correspond procedure tries to find out which occurrences of a given
term (in one text) correspond to which occurrences of an equivalent term (in the
other text). It takes three lists as input: two lists of term occurrences (one of each
text) and the list of alignment anchors to be used as guide (which consists of a
list of non-crossing correspondences). The criteria to decide which occurrences
correspond to each other is presented in section 4.

The select procedure selects a list of non-crossing correspondences to be
used as alignment anchors according to the criteria given in section 5.

The correspond and select procedures are executed one after the other
in an iterative refinement loop. The output of correspond is passed to select,
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and the output of select is passed to correspond in the next iteration, and
so on. To bootstrap this cycle we give two alignment anchors, the origin and the
terminus of the texts, to the first invocation of correspond, which is equivalent
to say that we use the golden diagonal as an initial alignment approximation.
As it turns out, the criteria used to find correspondences is very robust and the
crudeness of the alignment given as guide impacts mostly the number of cor-
respondences produced (not their precision), meaning that more iterations are
needed for texts that are less parallel. In our experiments, further discussed in
section 6, LEXIC-AL needs on average 3 iterations.

3 Lookup lexicon terms in the texts

The lookup procedure is performed independently for each text and may be
executed in parallel on multi-core/multiprocessor machines. It takes as input a
sorted list of terms and a text, and produces a list of occurrence offsets for each
term that occurs in the text. Figure 2 is an excerpt of the output of lookup.

Id Term Occurrence offsets

. . . . . . . . .
13292 comercialização 26442, 118619
59480 cominação 36238

129400 cominação de multas 36238
129401 cominação de multas e sanções pecuniárias compulsórias 36238
20649 comissão 6938, 8237, 8462, . . .

. . . . . . . . .

Fig. 2: Excerpt of the output of the lookup procedure executed on the same Portuguese
text that was used to create the suffix array in figure 3, where term ”comercialização”
occurs at offsets 26442 and 118619.

First we construct the suffix array (Manber and Myers [10]) for the text (see
figure 3) and then we perform a simultaneous scan through the list of terms and
the suffix array, checking which terms are prefix of which suffixes.

The pseudocode for lookup is presented below. It produces the output pre-
sented in figure 2.
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Offset Suffix

. . . . . .
223627 comercial comum é conduzida de acordo com os prinćıpios e . . .
26442 comercialização . ¶ o presente artigo é aplicável a . . .

118619 comercialização de os diversos produtos ; medidas de . . .
74580 cometidas a o sistema europeu de bancos centrais , o banco . . .
75263 cometidas a o sistema europeu de bancos centrais a o abrigo . . .
69327 cometidas a o sistema europeu de bancos centrais são : ¶ . . .

247838 cometido falta grave . ¶ 3 . ¶ o provedor de justiça europeu . . .
255647 cometido falta grave pode ser demitido por o tribunal de justiça . . .

. . . . . .

Fig. 3: Part of a suffix array of a Portuguese text. The suffixes in the rightmost column
are obtained by printing the text from the offset presented in the first column of the
table; besides the text being aligned we only have the column on the left loaded into
main memory.

procedure lookup(ListOfTerms, Text)
SuffixArray ← make suffix array(Text)
Term ← first term in ListOfTerms
Suffix ← first suffix in SuffixArray
repeat

if Term is prefix of Suffix then
output(id of Term)
output(Term)
output(offset of Suffix in the text)
for all suffixes S next to Suffix having Term as prefix do

output(offset of S in the text)
end for
output(newline)
Term ← the next term from ListOfTerms

else if Term is lexicographically lower than Suffix then
Term ← the next term from ListOfTerms

else
Suffix ← the next suffix in SuffixArray

end if
until we have run through all terms or through all suffixes

end procedure

This algorithm runs in linear time and it does not impose any limitation to
the length of the terms. The list of terms is read sequentially from disk, one term
at a time, making this algorithm very economic in terms of memory usage. It is
also very fast because data is read sequentially.



518 L. Gomes, J. Aires, G.P. Lopes

4 Finding corresponding occurrences of equivalent terms

This section describes a criteria to decide which occurrences ox:i of a term in text
X correspond to which occurrences oy:k of an equivalent term in the other text
Y . In Figure 4 we represent the parallel texts as two parallel line segments. The
small black rectangles represent occurrences of the word ”Commission” in the
X (English) text and it’s translation, ”Comissão”, in the Y (Portuguese) text.
In the English text the word ”Commission” was replaced by the pronoun ”it” in
one place but not so in the Portuguese text. Thus the number of occurrences in
both texts is different. Looking at this representation, which occurrences in X
and Y can we assume to correspond?

o
y:1

o
y:2

o
y:5

o
y:4

Text Y (pt)
o
y:3

o
x:1

o
x:2

o
x:4

Text X (en)

o
x:3

Fig. 4: Correspondences between occurrences of the word ”Commission” in the English
text (X) and occurrences of the word ”Comissão” in the Portuguese text (Y ).

We assume a correspondence between occurrences that are roughly at the
same position in both texts. But, even if the occurrences are slightly apart, we
can still match them if that pair is isolated from the other occurrences. In figure
4 the occurrences ox:1 and oy:1 are close to each other and distant from ox:2 and
oy:2, thus we have no problem assuming that they correspond. The same holds
for ox:2 and oy:2. The occurrences ox:4 and oy:5 are not so close to each other, but
we can, arguably, match them as well because they are distant enough from other
occurrences. However, we could not decide which occurrence of Y corresponds
to ox:3, even though ox:3 is closer to oy:3 than ox:4 is to oy:5.

Our criteria to find pairs of occurrences that correspond is based on the
distance between the pair and their isolation from other occurrences.

We compute the midpoints between consecutive occurrences in one text and
we map them to positions in the other text as described further ahead. The mid-
points and their mapped positions are used to divide both texts into a number
of corresponding segments as shown in figure 5.

We assume that two occurrences correspond if they are within segments that
correspond and if there are no other occurrences in those segments. According
to this criteria we find that ox:1 corresponds to oy:1, ox:2 corresponds to oy:2 and
ox:4 corresponds to oy:5. The occurrences ox:3 and oy:3 meet our correspondence
criteria for the segments in figure 5b but not for the segments in figure 5a. In our
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?

o
y:1

o
y:2

o
y:5

o
y:4

Text Y (pt)
o
y:3

o
x:1

o
x:2

o
x:4

Text X (en)

o
x:3

(a) Segmentation of both texts using midpoints between occurrences in X and their
mapped positions in Y .

o
y:1

o
y:2

o
y:5

o
y:4

Text Y (pt)
o
y:3

o
x:1

o
x:2

o
x:4

Text X (en)

o
x:3

(b) Segmentation of both texts using midpoints between occurrences in Y and their
mapped positions in X.

Fig. 5: Two occurrences are assumed to correspond if they are within segments that
correspond and if there are no other occurrences in those segments. Correspondences
are represented by dotted lines.

experiments we have considered only correspondences that are confirmed both
ways. Therefore, we leave ox:3, oy:3 and oy:4 without correspondence.

Figure 6 presents a polygonal chain that is obtained by connecting the origin
of the texts to the lower bounds of the first alignment anchor, the upper bounds
of that anchor, the lower bounds of the second anchor, and so on. The polygonal
chain ends at the terminus the texts. The sequence of points of the polygonal
chain are:

((0, 0), (lx:1, ly:1), (ux:1, uy:1), (lx:2, ly:2), · · · , (lx:n, ly:n), (ux:n, uy:n), (Lx, Ly))

To map a position in text X to a position in Y we compute the ordinate of the
point in the line having the given abscissa. Conversely, to map a position in Y
to a position in X we compute the abscissa of the point in the line having the
given ordinate.

5 Selecting a list of non-crossing correspondences

The Longest Sorted Sequence Algorithm (LSSA) described by Ildefonso and
Lopes [8] selects a monotonic sequence of points from a set of corresponding
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x

y

lx:1 ux:1

ly:1

uy:1

lx:2 ux:2

ly:2

uy:2

Fig. 6: A monotone polygonal chain obtained from alignment anchors (represented as
shaded rectangles).

points under the assumption that the most reliable sequence is the one that
includes more correspondence points.

We have observed that correspondences are not all equally reliable, and thus,
they should not be all equally weighted when deciding the best alignment. The
correspondences between small segments, like correspondences between occur-
rences of punctuation characters, are usually not as reliable as the occurrences
between occurrences of large terms, as for example a correspondence between
”rubber products manufacturing” and the Portuguese translation ”a indústria
transformadora de produtos de borracha”. We hypothesize that correspondences
between larger segments are more reliable. According to this hypothesis, the list
of most reliable anchors is the one that maximizes the sum of the lengths of all
anchor segments (for brevity we omit the procedure to obtain this list).

6 Evaluation of alignment results

We conducted two experiments upon the European Constitution corpus, con-
sisting of 47 English texts and the respective Portuguese translations, extracted
from pages available at http://europa.eu/scadplus/constitution/. The av-
erage size of the texts is 21KB (4012 tokens) and the largest text is 331KB
(59071 tokens).

In the first experiment we used a lexicon with 62025 English-Portuguese pairs
of terms that had been automatically extracted from another parallel corpus (Eu-
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ropean Legislation) using the method described in [1] and manually verified.

LEXIC-AL took on average 0.3 seconds to align each pair of texts on an Intel
Core 2 Duo 2.66GHz. The average number of iterations was 3 and the maximum
was 6. The largest pair of texts, 323KB (English) and 331KB (Portuguese), is
responsible for both the maximum number of iterations and the longest time,
7.7 seconds.

There are two mainstream methodologies for evaluating the quality of an
alignment: (a) comparing the alignment against a golden standard created by
hand apriori (Melamed [13], Véronis and Langlais [18], Och and Ney [14] and
Chiao et al [4]), and (b) manual verification of the correctness of an alignment
(Bilbao et al [2]) aposteriori. Method (a) is suitable for comparing alignments of
the same corpus produced by different programs. However, the creation of the
golden standard is very expensive in terms of human resources. Furthermore,
because the segmentation produced by our method has variable granularity that
depends on the quantity and the nature of the entries present in the lexicon, the
comparison of the alignment produced against the golden standard would be very
difficult because the segmentations would not match. We opted by a aposteriori
evaluation of the precision and recall of each segment using the formulas below
(proposed by Veronis and Langlais):

Precision =
Number of correct words in Portuguese segment
Total number of words in Portuguese segment

Recall =
Number of correct words in Portuguese segment

Total number of words in Portuguese translation of English segment

Then we computed the average of precision and recall on all segments evalu-
ated. Below we present five example segments and the respective precision and
recall.

EN Seg. PT Seg. PT Translation Precision Recall
particular situations situações especiais , situações especiais 2/3 2/2
at the time em o momento em que em o momento 3/5 3/3
, any , , alguns 1/1 1/2
separate distinta 0 0
decision decisão decisão 1 1

We selected 2424 aligned segments from the largest pair of texts, 316KB (En-
glish) and 323KB (Portuguese), which we consider to be the most challenging
pair of texts in this corpus due to their size and because it contains some pas-
sages that were not translated to Portuguese.

According to the measures above, LEXIC-AL obtains an average precision
and recall of 78.69% and 79.17%.
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A second experiment was done after adding to the lexicon mentioned above
4479 new entries, extracted from the European Constitution corpus (Aires et al
[1]) using the alignment produced in the first experiment. With the augmented
lexicon the alignment precision and recall raised to 84.45% and 84.55% on the
same pair of texts.

Bilbao et al [2] report a maximum1 alignment precision of 75.46% for the
alignment method described by Ildefonso and Lopes [8]. Although the evalua-
tion method is similar, the results of the two evaluations cannot be meaningfully
compared because there are too many variables that may have an impact on the
result — evaluations were conducted on different corpora, the alignment gran-
ularity was different, etc. Nevertheless, the precision of the alignments in these
experiments allow us to say that LEXIC-AL can produce better alignments than
those obtained by the method of Ildefonso and Lopes [8].

7 Conclusions and Future Work

The results obtained in the evaluation are encouraging and we feel motivated to
continue improving the method. One problem that is not yet addressed is how
to handle crossed correspondences.

The method is language independent and we plan to do experiments with
other languages to compare the performance on several language pairs.

From the two experiments described in previous section we conclude that
alignment quality can be improved by iterating on term translation extraction,
validation of extracted term translations and realignment using the extended
lexicon.

A comparative evaluation of the alignments produced by LEXIC-AL and
GIZA++ (Och and Ney [14]) is being prepared.
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Abstract. In this work, we present a problem of Sentiment Classification in 
texts. Sentiment Classification is an Opinion Mining and Sentiment Analysis 
task that has opened several problems, including a significant variety of 
applications. We propose a strategy to distinguish words that convey evaluation 
of an item from the rest, as well as to classify the evaluation polarity (positive 
or negative). In addition, relying on Appraisal Theory, we intend to classify the 
evaluation words in affect, judgment and appreciation. Both, polarity and 
attitude are recognized using a corpus-based approach. We have the purpose of 
applying this task in Spanish texts; thereby, we have created a corpus of movie 
reviews in this language that was manually processed. In the experiments, we 
noticed that our strategy has a good performance, achieving 76.78% and 
80.16% of accuracy classifying polarity and attitude, respectively. 

 

Keywords: Opinion Mining, Sentiment Analysis, Sentiment Classification, 
Appraisal Theory. 

 

1   Introduction 

Sentiment Classification is an Opinion Mining and Sentiment Analysis task; these are 
novel research areas strongly related. Some initial works dates back to the late 1980’s 
and early 1990’s [19], [21]; however, today there is a lot of controversy about the 
boundaries between these two areas. Some authors have defined Opinion Mining as a 
task “in which text mining methods are used to find interesting and insightful 
correlations between writer’s opinions” [1]. Whereas, Sentiment Analysis is 
conceived as Sentiment Classification, referring to the task of categorizing texts, or 
pieces of text, based on their subjectivity and orientation [18]. Others extend it to 
identify or classify appraisal targets, determining the source of an opinion in a text, 
and developing interactive and visual opinion mining methods [3].  

In this paper, we focus on the Sentiment Classification task; we propose a strategy 
to determine whether a given word conveys the evaluation of an item, and 
recognizing the evaluation kind. There have been previous works trying to make a 
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distinction of evaluation kind in text finer than single semantic orientation or polarity 
(e.g. positive, negative or neutral). Some authors attempt to discern kinds of emotions 
(affects) [7], [13]. Whereas others, relying on Appraisal Theory, seek out expressions 
of attitude (affect, judgment, and appreciation) [14], [18]. Our work is one in this 
latter line. Besides, we classify the polarity of word in positive, negative or no-
polarity.  

Appraisal Theory studies the evaluative use of language, and is divided in three 
subsystems. Attitude corresponds to the words that emit an evaluation or that invite to 
take it. Graduation considers the words that intensify, diminish, sharpen or blur the 
evaluation. Engagement corresponds to those words that indicate the posture that the 
issuer adopts with its statement. In this paper, we focus only on Attitude that is 
subdivided in affect (evaluation of sentiments or emotional states), judgment 
(evaluation of the human behavior), and appreciation (evaluation of objects, 
processes, or people when they are valued from an aesthetic viewpoint). Attitude, 
also, can be positive or negative.   

According to the Appraisal Theory, there is an overlap among the affect, judgment, 
and appreciation categories, since affect is considered as the basic system of Attitude, 
whereas judgment and appreciation are derivations of this, manifesting 
institutionalized emotions [8]. 

This theory has been poorly studied in terms of Computational Linguistics and 
Natural Language Processing; we have only found research for English. Even from a 
linguistic viewpoint, this theory has not been researched enough for the Spanish 
language; we have only found three reported works [8], [9], [20]. Two of them are 
very interesting studies of Kaplan, which we rely on for this work. In Fig. 1 we show 
some of the categories of the Appraisal Theory and we provide some examples of 
Spanish words expressing Attitude. 

 

Fig. 1. Categories of Appraisal Theory and example words of Attitude system in 
Spanish. 
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Many words of an attitude system, according to the Appraisal Theory, have 
potential to express affect, judgment and appreciation when we consider them out of 
context. This situation has motivated us to use a corpus-based approach. This 
approach allows recognizing the evaluation of words considering the context where 
these tend to occur. 

The problem of evaluative natural language processing has been poorly explored 
for Spanish [2], [4]. As a result, there is a lack of tools that limits the solutions of 
Sentiment Classification in this language. In this work, we are taking our first steps 
toward that goal. 

Evaluative words can be found in different kinds of documents. One of the most 
analyzed types is the online reviews about products, such as movies, computers, 
phones and others. These are documents carrying out a free style of writing, where a 
great variety of evaluative expressions can be observed, as well as the three attitude 
kinds of the Appraisal Theory. But, we should mention that theses documents are not 
heavily loaded of judgment expressions. However, we can find other document kinds; 
e.g. editorials, in which a kind of more elaborated discourse can be appreciated. In 
this state of research, we have manually prepared a corpus, from movie reviews in 
Spanish taken from the website ciao.es. This is a very useful experimentation 
resource1 as we will explain later. 

The Sentiment Classification has achieved and opened a significant range of 
applications from monitoring and automatically summarizing user opinions about 
commercial products, people, organizations, and so on, up to the evaluation of public 
relations and marketing firms. For example, in sentence (1) we can notice two 
subjective words, both with a positive polarity. We could infer that the polarity of the 
sentence is positive as well, by computing the amount of positive words. 

(1) “Viéndola, me doy cuenta de que si tanto me ha gustado
+ 

es porque la trama es 

comprensible
+
.” 

Recognizing attitude in the words (see sentence (2)) allows knowing the evaluation 
purpose of a sentence (sentiments, objects, or human behavior). Thus, sentences more 
relevant to a particular interest could be identified. For example, if the concerned item 
is the human behavior, you could be interested in what anyone says about the 
capacity, or moral integrity of a given person, more than in its physical appearance. 
This could be useful for tasks like opinion retrieval, opinion summarization, question 
answering focused to opinions, and others Opinion Mining tasks.  

(2) “Viéndola, me doy cuenta de que si tanto me ha [affect: gustado
+] 

es porque la 

trama es [appreciation: comprensible
+].” 

Thus, the contributions of this paper are to present a strategy for recognizing 
whether a given word has a polarity, positive or negative (already considered as 
expressing attitude) or whether it is a word with no polarity (regardless of attitude). 
Furthermore, according to the Appraisal Theory, if the word expresses attitude, we 
recognize the attitude kind; i.e., affect, judgment and appreciation. Thereby, we intend 
to capture the polarity of a word by other words that tend to occur in the same 
sentences. In a similar way, we try to capture the attitude classes of a given word, but 
considering the item evaluated in the sentences. On the other hand, we report our 
initial results toward the sentiment classification on Spanish texts. 

                                                           
1We would be glad to share this data set, if interested, contact us by e-mail. 
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We have structured the present work as follows. In Section 2, we briefly explain 
some related work to solve the sentiment classification problem and some of their 
drawbacks. In Section 3, we describe the proposed method. In the last section, we 
present the experimental results by using a textual corpus which we prepared from 
movie reviews in Spanish, selected from the website ciao.es. 

2   Related Work 

The detection and classification of subjective words in text using corpus-based 
approaches rely on syntactic patterns or co-occurrence of words. These approaches 
allow recognizing the polarity and attitude of the words determined by the context 
where they tend to appear. Nevertheless, it has the drawback of being dependent on 
the domain of the corpus used, and in consequence, usually tend to identify an 
insufficient set of words. Next, we describe some works in the context of our 
proposal. 

Turney and Littman, in 2002 and 2003, proposed a strategy that intends to infer the 
"semantic orientation" or evaluative character of a word from extremely large 
corpora, considering its semantic association with other words, which he called 
"paradigms" [16], [17]. 

These authors consider that a word has a positive semantic orientation if it conveys 
the evaluation that the item is desirable; and a negative orientation if it conveys the 
evaluation that the item is undesirable. They determine the positive/negative semantic 
orientation of a given word w from the strength of its semantic association with the 
positive/negative paradigms. Then, they compute the semantic orientation of w as the 
difference between both positive and negative strengths. The words (good, nice, 
excellent, positive, fortunate, correct, and superior) and (bad, nasty, poor, negative, 
unfortunate, wrong, and inferior) were taken as positive and negative paradigms (pp 

and np), respectively. 
Turney and Littman in a previous work, based on Pointwise Mutual Information 

(PMI), proposed a measure of word semantic association using information retrieval, 
called PMI-IR [15]. The measure PMI-IR intends to determine which “alternative”, 
given by a set of choices; i.e., {choice1,…, choicen}, corresponds to a given word w, 
that they called “problem”. They use Church and Hanks’ PMI defined as a measure 
that estimates word association norms determined by word co-occurrences in a corpus 
as follows [6].   

Let P(w) and P(choicei) be the probabilities of two words, w and choicei 
respectively; then PMI(w, choicei) is the mutual information between w and choicei 
defined as: 


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PMI(w, choicei) can be interpreted as the relation existing between the probability 
of w and choicei co-occurring in the same context, and the probability of w and 
choicei when they are statistically independent. Considering that Turney and Littman 
were looking for the maximum score, they proposed to drop log2, (because of its 
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monotonicity) and P(w) (because “it has the same valued for all choices, for a given 
problem word”). Thus, (1) can be simplified to: 
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On the other hand, these authors use four ways to calculate the probabilities in (2). 
But, we did not consider them because these probabilities were calculated as the 
number of returned matching documents from AltaVista Advance Search, by means 
of hits (query), and using the NEAR operator.  

Turney and Littman method uses an extremely large corpus that does not require a 
manual process for its preparation, but this method depends on the variations and 
availability of an online search system. Besides, the NEAR operator considers that 
two words are close when they are halfway at least ten words, but it does not 
distinguish if the words are in the same sentence, an aspect that we consider to keep in 
mind. 

In 2009, Brooke proposed the creation of semantic orientation Spanish dictionaries, 
making an analogy with adjective, noun, verb, adverb, and intensifiers dictionaries in 
English [6]. Each adjective, noun, verb, adverb dictionary in English is automatically 
translated to Spanish by means of the online bilingual dictionary Spanishdict and 
online Google translator, maintaining the semantic orientation of words from English. 
Also for the bilingual dictionary and translator, the author proposed other method 
using a textual corpus in Spanish formed by 400 reviews about hotels, movies, music, 
phones, washing machines, books, cars, and computers. From this corpus, adjectives, 
nouns, verbs, adverbs, and intensifiers dictionaries, with the semantic orientation for 
each word were extracted. In the comparison of the obtained dictionaries, Brook 
comments that the biggest agreement was in the adjective dictionary; but its semantic 
orientation agreement was the worst. 

That is a valid approach to cope with the problem of sentiment classification in 
Spanish. But, since the words “subjective sense”, as well as the intensity of this 
subjective, can be lost in the translation, we consider that a finest study has to be done 
where the proper variables of this language are taken into account, avoiding loss of 
generality, as far as possible. 

On the other hand, Taboada & Grieve work, in 2004, used a similar strategy as that 
applied by Turney and Littman to classify adjectives relying on the Appraisal 
Linguistic Theory. This classification is used to calculate the degree to which a 
review (opinion texts about movies, books, cars, cookware, phones, hotels, music, and 
computers) expresses affect, judgment, or appreciation [14]. 

These authors improved Turney classification because it does not only determine 
whether an adjective is positive or negative, but the “adjective’ overall evaluative 
potential”, defined as the probability of using an adjective in evaluative discourses to 
express affect (AfP), judgment (JP), or appreciation (ApP). These are calculated as 
follows. 
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where MI is the mutual information between a word (adjective)  w and a “pronoun-
copula” pair (PRO) estimated from hits(query) on AltaVista. 

This is a first interesting approach to classify attitude using context; but, there are 
several examples that show that the three proposed combinations (I was (affect), He 
was (judgment), It was (appreciation)) are not enough and they even fail. 

Whitelaw, Garg and Argamon, in 2005, presented a method for sentiment 
classification that extracts and analyzes “adjectival appraisal groups” from texts, 
relying on the Appraisal Theory. Although they do not use a corpus-based approach, 
we consider important to comment their work [18]. 

These authors consider that an adjectival appraisal group, in English, is a coherent 
group of words that expresses together a particular attitude. It is formed by a head 
appraising adjective with an optional preceding list of appraisal modifiers (very, sort 

of, not, and other), each denoting a transformation of one or more appraisal attributes 
of the head. They also take into account the English language, easing the extraction of 
adjectival appraisal groups, i.e., they consider the word-order, inherent to this 
language, to remove all pre-modifiers of an appraising adjective. This word-order is 
not the same in Spanish, for instance.  

They used semi-automated methods to build a lexicon of appraising adjectives and 
modifiers. They obtained, from word and phrase seeds taken from Martin [10] and 
Matthiessen [5] works and supported on WordNet and other thesaurus, expanded lists 
of “candidate” terms for each appraisal category that they considered (only the related 
word was included in the lists; i.e., synonyms, members of each synset and others, but 
with same part-of-speech as seed term). Then, the terms of each category obtained by 
this process were ranked by its occurrence frequency in the candidate lists. Later, a 
manual inspection was carried out to obtain the list of final terms, by removing less 
frequent ones from each category in order to reach a final set. 

3   Proposed Strategy 

As we known, many words in the human language are ambiguous (they do not convey 
a single message) when they are studied out of context; i.e., the context strongly 
determines the word sense. The evaluative language is not an exception (e.g. it is 
difficult to know if big or much conveys a negative or positive evaluation). On the 
other hand, according to proponents of the Appraisal Theory, some words out of 
context can be ambiguous according to their attitude class (e.g. aburrido (boring), 
cómodo (pleasant), or agradable (nice)). For this reason, we believe that we have to 
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consider the contextual relations among the words in our proposal. This work, based 
on a corpus approach, tries to discriminate among attitude (words that convey an item 
evaluation, positive or negative) and no-attitude (words that do not convey an 
evaluation). Besides, relying on the Appraisal Theory, we intend to recognize the 
attitude of words. We describe a supervised strategy to learn sentiment classifiers of 
words. This is not a pioneer work in the machine learning using to solve sentiment 
classification problems; for example, Pang and Vaithyanathan (2002) and Mullen, N. 
Collier (2004) employed this technique for movies reviews classification [11], [12], 
and Wilson, Wiebe, and Hoffmann (2005) use it to classify sentiment expressions 
[22]. 

Next, we present the word classification divided in two parts. First, we present how 
to classify the polarity of words in positive, negative, and no-polarity. Second, we 
proposed how to classify attitude of words in affect, judgment, and appreciation. 
Then, we describe the corpus and the lexicon that we prepared as validation tools.  

First, we assume that the sentences are the atomic units of coherent messages in 
texts. Therefore, we assume that the words that tend to co-occur in the same sentences 
are used with the intention to express similar or identical messages. 

 If one sentence conveys some appraisal, the following can happen:   
a) There are words that indicate the appraisal in an explicit way. 
b) There are no words that indicate the appraisal in an explicit way, but 

implicitly. 
c) The polarity of appraisal is indicated with words of the opposed polarity. 

(Irony)  
In this stage of our research, we are only interest in the first case; i.e., we only 

study the appraisal that is indicated in an explicit and direct way. 
Then, considering the assumptions above, we also assume that words with a given 

polarity probably tend to occur in sentences of same polarity. That probably does not 
happen in sentences with different polarity or without polarity. Therefore, if we start 
forming a set of seed words and its polarity (positive, negative, and no-polarity), and 
if we represent them by a vector of words that occur in their sentence; then we assume 
that is possible to learn the context (words) of each polarity class and increasing our 
lexicon with new words of same polarity. 

Subsequently, the attitude class of words is related to its sense and to the item 
(sentiment, human behavior, or object) target of evaluation. In this first stage of the 
research, we have assumed that in a single sentence, the evaluation of a single item 
prevails. Therefore, we start from the hypothesis that the words that tend to co-occur 
in the same sentence are being used with the intention of expressing the same kind of 
attitude.  

According to our hypothesis, words are represented by a vector of dimension n, 
where n is the corpus size (sentences), assuming that sentences can be adequate to 
discriminate the attitude class of words. Given a word, the n-entry of the associated 
vector is 1 if the word is in the n-th sentence, and 0, otherwise. 

Finally, taking into account the overlap of the classes inherent to Appraisal Theory, 
which we also found in polarity as well (see next section), we consider that some 
words might potentially be in more than one of these classes. Therefore, we do not 
treat the polarity classification neither attitude as a multi-classification problem. But, 
we provide a binary classifier for each polarity and attitude class. For example, for 
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no-polarity, we take as positive examples all word vectors labeled with no-polarity, 
and as negative examples the remaining vectors labeled as positive and negative. 
Similarly, we proceed with positive and negative class and with the three attitude 
class as well. 

3.1 The Corpus 

We use as corpus a set of sentences selected from movie reviews in Spanish, gathered 
from the website ciao.es. This corpus was manually prepared, selecting from each 
review the sentences that were considered as containing words expressing some 
attitude class, denoted as “attitudinal sentences”. Furthermore, we added some 
sentences that did not contain that kind of words, denoted as “non attitudinal 
sentences”. To identify the words being used to express attitude, the Appraisal Theory 
for Spanish was taken into account [8], [9], [20]. The manual process relied on a set 
of tutorials and examples of this theory, as well as an annotation scheme that we 
prepared. Thus, we created a corpus of 1408 sentences, composed by attitudinal and 
non attitudinal sentences.  

In addition, we compile all the words annotated manually with attitude in a list of 
1247 terms. Then, taking into account the overlap of the classes, inherent to Appraisal 
Theory, we compile a list of words per class, being the appreciation the larger class 
and judgment the smallest one (788 and 287 words, respectively), and we calculated 
their percentages of overlap (see Fig. 2). 

 

Fig. 2. Overlap percentages among attitude classes. 

Table 1.  Data collection statistics. 

List Size 

Affect 352 
Judgment 287 
Appreciation 788 
Positive 573 
Negative 389 
Non-attitude 178 
Corpus  

No. sentences 1408 
No. words 32, 920 
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Moreover, besides affect, judgment, and appreciation, some words from the 1247 
terms manually annotated, were annotated in context as positive and negative, and we 
compiled two lists with 573 and 389 words, respectively, which had a 4% of overlap. 
Finally, we prepare a list with words that were not annotated, i.e. no-polarity words. 
We should remark that these words do not correspond with what has been defined as 
neutral polarity, which refers to words on which we can not decide about their 
polarity. In the Table 1, the size of the prepared collection is summarized. 

4   Evaluation 

To validate the proposed strategy in this work, we use as reference of “good-

classification” the five lists of words manually classified, described in previous 
section. Thus, the obtained results are compared against the human judgment. Since 
the number of examples in the classes is unbalance, we used an over-sampling 
method called Smote (Synthetic minority over-sampling technique), that increases the 
proportion of the instances from the minority class. 

Regarding the classifiers, we use the suite of Data Mining algorithms that Weka 
system2 provides; namely, K*, Support Vector Machine (SVM), and Naive Bayes, 
NB. We selected these algorithms because we need to estimate the membership 
degree of the words in each class. We maintained default parameter values for each 
classifier, except for SVM that we set true the “buildLogisticModels” parameter to 
obtain the probabilistic version of this algorithm. To measure the performance of 
classification, we used 10-folds cross validation test method, and Precision, Recall, F-
Measure and Accuracy percentage (see Tables 2 and 3). We can note that SVM and 
K* algorithms show the better results. 

In the comparison of our results against human judgment, a good performance of 
attitude classification can be observed, resulting appreciation and positive the classes 
with worst results. Besides, we compare our proposal against the Turney & Litman 
results that we commented in the related work section. The other works in that section 
have not available results for the comparison, for this reason we do not refer to them 
here. We intend to use the same lists of words (657 positives and 679 negatives words 
from General Inquirer lexicon), but not all the words were in the English prepared 
corpus from The SFU Review Corpus3 (only 114 positive and 53 negative words were 
recognized). The results are displayed in Table 4. We did not find reported results to 
compare the attitude classification. 

Although our results are not directly comparable with the results of the selected 
method, since the corpora used in the evaluation are different, we can observe a good 
performance of the proposed method; even though these are not conclusive, as it is 
commented later on, in the future work. 

                                                           
2 http://www.cs.waikato.ac.nz/ml/weka/ 
3 http://www.sfu.ca/~mtaboada/research/SFU_Review_Corpus.html. 
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Table 2. Precision, Recall, F-Measure of SVM, K* and NB classifiers for polarity and attitude 
classification.  

Polarity  Attitude 

Positive Affect 

 Precision     Recall F-Measure Precision     Recall F-Measure 

SVM 0.51 0.615 0.558 0.84 0.832     0.836  

K* 0.505 0.575 0.538 0.863 0.808     0.835 
NB 0.52 0.188 0.276 0.962 0.539     0.691 
Negative Judgment 

 Precision     Recall F-Measure Precision   Recall F-Measure 

SVM 0.59 0.779 0.673 0.874      0.866     0.87  
K* 0.597 0.779 0.676 0.889      0.856     0.872 

NB 0.564 0.776 0.653 0.734 0.595     0.734 
Non-attitude Appreciation 

 Precision     Recall F-Measure Precision     Recall F-Measure 

SVM 0.864 0.837 0.85 0.572 0.632 0.601 
K* 0.913 0.72 0.85 0.553 0.679 0.609 

NB 0.839 0.652 0.743 0.539 0.939 0.685 

Table 3. Accuracy of SVM, K* and NB classifiers for polarity and attitude classification.  

                   Accuracy (%) 

Class SVM K* NB  

Polarity 76.78 70.45 58.22  
Attitude 80.16 79.88 64.87  

Table 4. Accuracy of Hatzivassiloglou & McKeown, Turney & Littman -PMI and LSA, and 
our method for positive, negative, and no-attitude class.  

Methods Corpus size (words) Accuracy (%) 

Proposed method (SVM) 94 905 87.21 
Proposed method (K*) 94 905 86.76   
Turney & Littman -PMI One-hundred-billion 82.84 
Turney & Littman -PMI Two billion 76.06 
Turney & Littman -PMI Ten million 61.26 

 

5   Conclusions 

In this paper, we showed our initial steps toward sentiment classification on Spanish 
texts, first recognizing word polarity (positive, negative, and no-polarity), and attitude 
(affect, judgment, and appreciation).  

The results show a good performance of the proposed classification strategy when 
is compared against human judgments and early proposals, achieving 76.78% and 
80.16% accuracy in polarity and attitude classification in Spanish (only considering 
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SVM algorithm). Also, we can note that when we compare our proposal with earlier 
results, promising results are observed. But, to reach a final conclusion, we have to 
test the reported method in the same or similar corpus, as far as possible.    

 In further works, we plan to prepare a new version of Spanish corpus, by 
increasing the size of sentences, and extending their domain. Besides, we will 
consider that more than one item could be evaluated inside a single sentence. We will 
work in classification of expressions (word sequences) rather than individual words, 
also tackling the problem with a multiclass approach, considering the overlap inherent 
to Appraisal Theory.  
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Abstract. The description of tourism products (hotel, aviation, rent-
a-car and holiday packages) is strongly supported by natural language
expressions. Due to tourism dynamics and the extent of its offers, manual
data management is not a reliable nor scalable solution: descriptions
are structured in different ways, possibly comprising different languages,
complementing and/or overlapping one another. This paper presents a
prototype that automatically classifies and extracts relevant knowledge
from real operational hotel descriptions retrieved from the KEYforTravel
tourism application framework. Captured knowledge is represented in a
normalised format enabling the development of new business services.

1 Introduction
The Laboratory of Excellence .NET in Évora is the result of a protocol between
ViaTecla, University of Évora and Microsoft, to introduce the experience and
academic knowledge in a business context. In this sense, the Laboratory is a
multi-disciplinary space with the presence of teachers, researchers and students
(bachelor, master and doctorate). Standards for Tourism Product Descriptions
is its first project, aiming for the automatic extraction of relevant features from
the tourism products currently residing on KEYforTravel [7] (K4T) application.

The K4T is a tourism application framework developed by ViaTecla that pro-
vides a rapid and effective response, through the interconnection of the various
participants of the tourism industry, assuring not only the view and exchange of
information between them, but also the various areas of the product selling pro-
cess. Since K4T gathers tourism information and products from heterogeneous
sources, it is crucial to offer a standardised way of presenting its offers. The
Standards for Tourism Product Descriptions project addresses this challenge.

One specific problem deals with hotel descriptions. Tourism operators have
the hard and time-consuming task of manually carrying out the survey of ho-
tel characteristics: they read the description provided by the hotel and insert
its characteristics (equipment, services and location) into a database or a Web
template. With the increasing globalisation of the tourism market, this situa-
tion becomes impractical since a single tour operator may offer thousands of
hotels. The project’s first practical application aims at processing that informa-
tion by automatically extracting useful information and standardising the hotel
description.
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This paper is organised as follows: Section 2 describes system’s architecture,
Section 3 evaluates it and Section 4 points out conclusions and future work.

2 System’s Architecture

The system aims to receive an hotel description and produce a standardised
version of it. It was designed using a divide and conquer strategy where several
small tools that focus on specific and simpler problems were interconnected.
There are four main tools: a Sentence Classifier, an Entity Extractor, an Ontology
Instantiator and an Ontological Translator, that where packed into a Web Service
for the system to be available online. This architecture is depicted on Figure 1.

Standard 
Hotel 

description

Template

Sentence 
Classifier

Entity 
Extractor

Ontology 
Instatiator

Ontological 
Translator

Hotel 
description

Standard 
Hotel 

description

Web Service

Ontology Template

Fig. 1. System architecture diagram.

Sentence Classifier. This prototype’s module is responsible for examining and
classifying chunks of natural language text. It receives the crude description of
the hotel and divides it into sentences. The sentences are then individually exam-
ined and automatically classified into a set of predefined classes such as ”Equip-
ment”, ”Service” and ”Location”. Each sentences can belong to more than one
class, such as ”Equipment” and ”Service”, provided it contains elements of both
classes, or none of them, if it doesn’t present any evidence. This classification
aims at filtering the sentences by type to ensure a specific treatment to each one
by the Entity Extractor module.

The Sentence Classifier was built using a Machine Learning approach. Since
sentences can belong to more than one class, we have a multi-label classification
problem. This kind of classification problem is typically solved by dividing it
into a set of binary classification problems, where each concept is considered
independently. Using a bag-of-words [6] representation for sentences, three dif-
ferent classification algorithms were applied and their decisions combined. The
committee was comprised by a decision tree (C4.5 [5] algorithm), a Näıve Bayes
classifier [3] and a support vector machine (SMO [4], the sequential minimal
optimisation algorithm). This module’s prototype was built using WEKA [9].

Entity Extractor. Having the sentences classified and grouped by type, the
system tries to extract useful entities. This is the goal of this module that com-
prises two steps: finding useful entities and dealing with misspelled words.
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Due to the fact that hotel descriptions are given in natural language without
any pattern or consistency, the same entity can be described not only by a single
term but by a set of synonyms, or even by an abbreviation. It can also be the
case that the entity reference is misspelled or have failures in diacritics. This last
hypothesis is very common since raw descriptions are frequently translated to
different idioms and loose the regional diacritics.

To find useful entities on the description of each type of sentence a pattern
matching approach was used. This is accomplished defining a set of more or
less complex regular expressions able to identify synonyms, abbreviations and
”almost” well-written words (e.g. television, T.V. and TV or mini-bar and
mini bar) for common terms used for describing that kind of information.

To cope with misspelled words, the Levenshtein distance [2] is then used as
a function to measure the similarity between the words not yet extracted and
the ones that are considered relevant to the sentence’s type.

Ontology Instantiator. To maintain the entities extracted from the system,
and aiming to provide the basic structure and organisation of the involved con-
cepts, an ontology for hotel domain was developed. We used Web Ontology
Language [8] (OWL) that besides defining the structure also considers possible
semantic relationships between objects and attributes. Each ontology object con-
tains the set of regular expressions and Levenshtein functions used by the Entity
Extractor module. In this way, the Entity Extractor becomes independent of
specific problem at hands.

Using the developed ontology, this module generates an OWL instance that
contains the entities with their attributes and their semantic relationships. This
instance is then accessed using the Jena Semantic Web Framework [1].

Ontology Translator. This module is responsible for turning the extracted
Entities attractive and easy to read by humans. Using a XML template that gives
the skeleton for the final information representation, the Ontological translator
fills it with the extracted instances. This template can later be replaced by
another according to the preference of the tour operator or the target audience
(e.g. corporate versus leisure clients).

Although in the present architecture ontology instances are the input for
the Ontology Translator, this normalized knowledge (easily computable) can be
applied to substantially expand and improve search capabilities in tourism offers
since each Service, Equipment or Location item can be used in the query itself, or
as a parameter in the search results refinement process. Further, since knowledge
is formalized using an hierarchical structure, it may be applied to graphically
map related items as well as structure navigation.

3 Evaluation

During the development of the project, and taking into account its future use,
several tests were carried out using hotel descriptions residing on the Keyfor-
Travel application. Figure 2 shows an example of running the system with an
hotel description (in Portuguese) and three standard descriptions: a leisure tem-
plate for English and a leisure and corporate templates for Portuguese.



540 N. Miranda et al.

O Tivoli Carvoeiro situa-se a 60 Km a Oeste do 
Aeroporto de Faro, na aldeia da Praia do 
Carvoeiro. Possui 293 quartos, Ar 
condicionado individual, TV satélite, telefone 
directo ao exterior, mini-bar, secador de 
cabelo, cofre e ADSL. O hotel dispõe de um 
café, uma piscina olimpica, Health Club com 
Sauna. Tem um parque Infantil. Também tem 
uma sala de reuniões equipada com ADSL.

A nivel de localizações o Tivoli Carvoeiro situa-
se a 60 Km a Oeste do Aeroporto de Faro, na 
aldeia da Praia do Carvoeiro. Todos os quartos 
encontram-se equipados com TV Satelite para 
seu entretenimento. Nas instalações do nosso 
Hotel pode usufrir parque infantil onde as suas 
crianças poderão encontrar toda a diversão. O 
Hotel possui ainda uma piscina Olímpica para 
os seus dias de Verão e para os dias de 
Inverno a sala de sauna encontra-se 
disponível à espera de uma visita sua.

Disponibiliza-se a cada hóspede cofre para a 
salvaguarda de pertences próprios. Cada 
quarto encontra-se equipado com ligação 
ADSL de alta velocidade e de uso gratuito. 
Nas instalações do nosso Hotel pode usufruir 
de uma sala de reuniões com toda a 
privacidade. Todos os quartos do nosso Hotel 
possuem ar condicionado para o seu 
conforto. A nível de localizações o Tivoli 
Carvoeiro situa-se a 60 Km a Oeste do 
Aeroporto de Faro, na aldeia da Praia do 
Carvoeiro.

Standard leisure descriptionStandard corporate description

Input description

All hotel rooms have  air 
conditioning. You may 
also enjoy our restaurant 
with a diverse set of 
menus and leave your 
children on the 
playground area for their 
amusement. The Hotel 
also has an Olympic pool 
for sunny days and a 
sauna room for cold 
winter days.

Standard English 
leisure description

Fig. 2. Standard descriptions generated by the system.

4 Conclusions and Future Work

One can say that the project’s main objectives were reached since it was possible
to extract useful information, standardise it and create computable objects from
plain text descriptions. Also, the used Machine Learning and string processing
techniques revealed to be fully applicable to this domain. There is work to be
done for normalising other tourism products and since there is room for improve-
ments on its various modules, we hope to increase its overall performance.

In another context, one can also say that is possible to carry out joint projects
between the University and business worlds and this is a good example of it.
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Abstract. This paper presents PAPEL, a lexical resource for Por-
tuguese, consisting of relations between terms, extracted by (semi) au-
tomatic means from a general language dictionary. An overview on the
construction process is given, the included relations are presented and a
quantitative vision is provided together with some examples. Synonymy
relations were evaluated using a thesaurus as a golden standard and the
other relations were rendered to natural language patterns and searched
for in a corpus. The results of the evaluation are shown and discussed.

1 Introduction

In this paper, we present the current situation and the first automatic evaluation
of PAPEL3 - Palavras Associadas Porto Editora Linguateca, a set of relations
between terms compiled into a lexical resource for Portuguese natural language
processing (NLP). PAPEL [1] was constructed (semi) automatically by process-
ing the definitions of a general dictionary of Portuguese [2], developed and owned
by a large dictionary publisher, Porto Editora, and extracting relations denoted
by textual patterns. The resulting relations were then validated, in the following
way: synonymy relations were compared to the relations in a large thesaurus,
while the other relations were rendered in natural language and searched for in
a text corpora.

While for English, in the last decade, WordNet [3] was established as the
standard model of a lexical database, the picture is quite different for other lan-
guages. There are attempts to create a similar database for Portuguese, namely
Wordnet.BR [4], Wordnet.PT [5] and MultiWordnet.PT4 but at the time of
writing they were not freely available for download.

Those resources are however the product of time-consuming manual work, so
we propose a semi-automatic construction of such a resource. Recent attempts
on the automatic extraction of relations in Portuguese deal primarly with the
hyponymy relation: Freitas and Quental [6] discuss its extraction from corpora
while Costa and Seco [7] focus on user’s search behaviour in a web search engine
(logs). We are not aware of attempts to extract (semi) automatically semantic
3 http://www.linguateca.pt/PAPEL
4 http://mwnpt.di.fc.ul.pt
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relations of other types from text written in Portuguese and compile them into
one independent resource.

This paper starts by describing background work on knowledge extraction
from machine readable dictionaries (MRDs) as well as overview methods for
the evaluation of ontologies (Section 2). We then present the approach taken
in the construction of PAPEL (Section 3), followed by a thorough description
of its current contents, more precisely the relations included, their number and
illustrative examples (Section 4). The evaluation attempted is finally described
(Section 5), before discussing ideas for further work (Section 6).

2 Background

2.1 MRDs as a source of knowledge

The process of using MRDs in NLP started more than thirty years ago with early
works of Calzolari [8], Amsler [9], and Chodorow et al. [10]. MRDs were anal-
ysed and, taking advantage of the simple structure of the definitions and of the
restricted vocabulary used, procedures were developed to extract and organise
lexical information. Following these ideas, Alshawi [11] proposed a specific gram-
mar for parsing the definitions of a particular dictionary, based on the syntactic
patterns used, and producing semantic structures. In the 1990s, as illustrated
by Montemagni and Vanderwende [12], it became more common to use broad-
coverage parsers to extract semantic information from dictionary text, claiming
they were better suit to capture the distinguishing features in the definition,
although this was not consensual in the community (see e.g. Hearst [13]).

In any case, one of the main reasons to use dictionaries and not (only) running
text is because MRDs are the ”authorities” on word sense [14]. Dictionaries
have thus been exploited for several purposes, such as parsing or word sense
disambiguation (WSD), but to our knowledge they have not been converted into
an independent resource of its own before MindNet [15], that can therefore be
claimed to be a kind of independent (dictionary-based) lexical ontology in a way
that previous work was not. More recently, Nichols [16] and O‘Hara [17] also
worked on the extraction of semantic relations from MRDs.

2.2 Evaluation of ontologies

When it comes to ontology evaluation, and although the information retrieval
precision and recall measures are increasingly being used for evaluation in NLP
(see e.g. Santos [18]), for semantic lexicons it is hard to have an independent
golden standard for what should be there in the first place. The knowledge
that should be represented is not clear. If we compare it with semantic data
extracted from text, we have to remember that different interpretations and
different meanings are often possible [19].

For domain ontologies, Brank et al. [20] divide evaluation approaches into
four groups: performed by human subjects; comparison with a golden standard;
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as for coverage, comparison with a collection of documents about a domain
covered by the ontology; accomplishment of some task that uses the ontology.

Although the most reliable in the end, human evaluation does not take ad-
vantage of computer programs and relies heavily on time consuming work from
at least one domain specialist. In order to make human evaluation easier, Nav-
igli et al. [21] generated natural language descriptions of concepts, based on a
grammar with distinct generation rules for each type of semantic relation.

Of course, the ontology can be compared with some other resource (e.g. an-
other ontology) that is known to be correct, usually because it was created by
specialists. But if this may be OK to validate a particular automatic method,
it is obviously of little practical interest, because one expects to be creating
new ontologies, not recreating existing ones. So, while the approach of compil-
ing a human resource is commonly followed in joint evaluations, for example
ReRelEM [22], which evaluated system’s capabilities to recognise semantic rela-
tions between named entities, it can only encompass a few examples.

The third approach consists of finding how adequate a particular ontology
is for representing the knowledge contained in a collection of documents, as in
Brewster et al.’s [19] measurement of the fit between an ontology and a corpus.
After identifying salient terms in a domain corpus and looking for them in an
ontology for the same domain, the fit is proportional to the number of terms
found in both corpus and ontology. The problem is that we cannot define a clear
set of salient terms for general language, so this method cannot be applied to a
lexical ontology that is supposed to describe the former.

The last approach, external or task-based evaluation, performs (indirect)
evaluation by assessing the performance of an application which uses the on-
tology to do some task. Porzel and Malaka [23] proposed this approach aiming
at evaluating ontologies with respect to the fit of the vocabulary, the fit of the
taxonomy and the adequacy of non-taxonomic semantic relations.

These methods were used to evaluate domain ontologies, but if we consider
dictionaries or lexical ontologies, evaluation is not a common practice, possibly
because most of these resources are manually created by specialists. Ide and
Verónis [24] are very critical of this fact and produced work for assessing the
quality and usefulness of information extracted from MRDs. They concluded
that the obtained the structures obtained by applying Chodorow-like procedures
were incomplete and had several other problems but, if they merged the results
extracted from several MRDs, the amount of problems decreased drastically.

Among the few attempts for evaluating information automatically extracted
from MRDs, Richardson et al. [25] hand-checked a random sample of 250 se-
mantic relations automatically extracted from a dictionary (and later included
in MindNet), relying on common statistical techniques to estimate the represen-
tativeness of the accuracy for all the relations extracted. For MindNet [26], an
(incomplete) evaluation of the quality of the semantic relations is mentioned,
but its authors do not go very far in the description of the evaluation process.
One comment made is that the quality varies according to the relation type.
Likewise, to evaluate an ontology extracted automatically from a MRD, Nichols
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et al. [16] used Wordnet and GoiTaiKei [27] as a golden resource. In this process,
they noticed that some relations were only in one of the two golden resources,
which might indicate that they are both incomplete.

3 The approach for building PAPEL

The construction process followed four stages: (i) creation of the extraction gram-
mars; (ii) extraction of the relations; (iii) manual result inspection and, finally,
(iv) relations adjustment.

3.1 Extraction grammars

Inspired by Alshawi’s work [11], specific grammars to parse the dictionary defi-
nitions were manually created. These grammars aim at the extraction of specif-
ically predefined relations (described in Section 4) and are based on a previous
empirical analysis of the structure of the definitions and of the vocabulary used.
Table 1 shows some of the patterns that are included in the grammars together
with the relations they are associated with.

Table 1. Examples of patterns used in the grammars.

Pattern Associated relation

tipo|género|classe|forma de Hypernymy
parte|membro de Meronymy
que causa|provoca|origina Causation
usado|utilizado para Purpose
a word or an enumeration of words Synonymy

PARTE{

nome:nome * PARTE_DE:INCLUI;

nome:adj * PARTE_DE_ALGO_COM_PROPRIEDADE:PROPRIEDADE_DE_ALGO_QUE_INCLUI;

adj:nome * PROPRIEDADE_DE_ALGO_PARTE_DE:INCLUI_ALGO_COM_PROPRIEDADE;

}

Fig. 1. Examples of the description of the meronymy relations group.

Each grammar is made to process definitions of words belonging to only one
of the four open grammatical categories (nouns, verbs, adjectives, adverbs). The
relations to be extracted are defined according to their group, their name, the
name of their inverse relation and, since cross-categorical relations can also be
extracted, the grammatical category of its arguments (see the example in Figure
1). Most of the relation types have a grammar for both the type defined as direct
and the inverse type.
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3.2 Relation extraction proper

In the extraction stage, a chart parser uses the grammars to process the dic-
tionary definitions. Every time a definition suits the grammar rules, the parser
generates a derivation tree. Although it is possible to get more than one deriva-
tion for the same grammar/definition pair, currently only the derivation with
less unidentified nodes is chosen. The same derivation tree can be used to extract
several relations, provided they were identified by the grammar (see the example
in Figure 2).

cometa, s. m. - astro geralmente constitudo
por núcleo, cabeleira e cauda

→ núcleo PARTE DE cometa
→ cabeleira PARTE DE cometa
→ cauda PARTE DE cometa

[RAIZ]
[QUALQUERCOISA]
> [astro]
[QUALQUERCOISA]
> [geralmente]

[PADRAO_CONSTITUIDO]
[VERBO_PARTE_PP]
> [constitudo]

[PREP]
> [por]

[ENUM_PARTE]
[PARTE_DE]
> [nucleo]

[VIRG]
> [,]

[ENUM_PARTE]
[PARTE_DE]
> [cabeleira]

[CONJ]
> [e]

[PARTE_DE]
> [cauda]

Fig. 2. Derivation for the definition of cometa.

3.3 Manual result inspection

The extraction results are inspected in order to identify systematic problems,
and with the two previous steps form a loop that can be repeated at will.

Results from different extraction runs can be automatically compared to
guarantee that newer results are better than older ones. After this procedure,
we go back to the first stage, in which newer versions of the grammars are
created, hopefully with some of the identified problems corrected.

3.4 Relations adjustment

After several loops of processing, the construction enters a new stage, where the
relations with inadequate arguments (i.e. arguments whose grammatical cate-
gory does not agree with the relation name) are either corrected or discarded.
In order to simplify the relation set, all relations are translated into the type
defined as direct. This stipulation was made based on what seemed more nat-
ural to the grammar writer, and not on frequency considerations. For example,
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manga INCLUI punho is translated to punho PARTE DE manga and dor RE-
SULTADO DE distensão becomes distensão CAUSADOR DE dor.

Given that the grammars have little grammatical information (introduced
manually) and each dictionary entry only contains the grammatical category of
the word being defined, in some cases we get relations with arguments that do
not belong to the correct category. So, the grammatical category of each argu-
ment is verified, with the help of the grammatical information in the dictionary
and, when the argument is not defined in the dictionary, with the help of the
Jspell [28] morphological analyser. If the arguments of a relation are not ade-
quate but there is a relation type that belongs to the same group and suits the
categories of the arguments, the relation type is replaced, otherwise the relation
is discarded. For example, the relation loucura ACCAO QUE CAUSA desvario
becomes loucura CAUSADOR DE desvario, because both arguments are nouns.
During this verification, if an argument is not in the lemma form, it is changed
to it, again with the help of Jspell.

4 A closer look at PAPEL

The set of relation types in PAPEL was chosen after reviewing the relations
described in the literature and included in similar resources like WordNet [3]
or MindNet [29]. We also took into consideration potential relation types that
could be extracted from the most frequent patterns used in the definitions of
the dictionary. The relations extracted are divided into eight main groups and
have specific names according to the group and the grammatical category of the
arguments.

After automatically correcting some of the relations based on the grammati-
cal category of their arguments and removing duplicate relations we got the final
set, comprising slightly more than 200,000 relations. Table 2 presents the specific
types of relations, the grammatical categories of their attributes and quantifies
each type of relation in PAPEL along with examples of extracted relations.

As it can be seen, synonymy and hypernymy are the most frequent relations,
and we note that this set can still be further augmented if relations are combined
and rules are applied in order to give rise to new implicit relations, as we intend
to experiment later. This can be done in a similar fashion to what was done in
the ReRelEM [22] task where, before comparing the golden collection and the
participant run, they both had their relation set expanded with the application
of inverse and transitive rules5.

5 Evaluation of PAPEL

As we stated in Section 2, the evaluation of lexical ontologies is not that common.
In order to evaluate PAPEL, we had a look at the approaches used to evaluate
domain ontologies, discussed in the same section.
5 These programs have been made publicly available by the HAREM [30] organisers.
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Table 2. The relations of PAPEL.

Group Name Args. Qnt. Examples

Synonymy SINONIMO DE same 80,432 (flex́ıvel, moldável)
Hypernymy HIPERONIMO DE n,n 63,455 (planta, salva)

Meronymy
PARTE DE n,n 14,453 (cauda, cometa)
PARTE DE ALGO COM PROP n,adj 3,715 (tampa, coberto)
PROP DE ALGO PARTE DE adj,n 962 (celular, célula)

Cause

CAUSADOR DE n,n 1,125 (fricção, assadura)
CAUSADOR DE ALGO COM PROP n,adj 16 (paixão, passional)
PROP DE ALGO CAUSADOR DE adj,n 5,15 (reactivo, reacção)
ACCAO QUE CAUSA v,n 6,424 (limpar, purgação)
CAUSADOR DA ACCAO n,v 39 (gases, fumigar)

Producer
PRODUTOR DE n,n 932 (romãzeira, romã)
PRODUTOR DE ALGO COM PROP n,adj 31 (sublimação, sublimado)
PROP DE ALGO PRODUTOR DE adj,n 348 (fotógeno, luz)

Purpose

FINALIDADE DE n,n 2,095 (defesa, armadura)
FINALIDADE DE ALGO COM PROP n,adj 23 (reprodução, reprodutor)
ACCAO FINALIDADE DE v,n 5,640 (fazer rir, comédia)
ACC FINALIDADE DE ALGO COM PROP v,adj 255 (corrigir, correccional)
MANEIRA POR MEIO DE adv,n 1,433 (timidamente, timidez)

Place LOCAL ORIGEM DE n,n 768 (Japão, japonês)

Property
PROP DE ALGO REFERENTE A adj,n 3,700 (dinâmico, movimento)
PROP DO QUE adj,v 17,028 (familiar, ser conhecido)

We had so far not the time to do human evaluation, nor access to similar
resources. Fortunately, TeP (Thesaurus Eletrônico para o Português do Brasil)
[31] is not only available through a web interface6, but its knowledge base can
be fully downloaded, so we used it as the golden standard for the evaluation of
synonymy relations. Of course we are fully aware of lexical differences between
the two varieties of Portuguese [32], but we believe that the common core is still
and by far largest.

When it comes to the other relations, we decided to follow another validation
approach, which can be presented as a combination of task-based evaluation and
text corpora validation. We developed a ”deconstruction” procedure based on
grammars for translating the relations into natural language patterns, which
were then searched for in a corpus, in order to identify whether the corpus lent
the relations some support.

5.1 Evaluation of synonymy

TeP is an electronic thesaurus manually created for Brazilian Portuguese, com-
prising 19,888 synsets and 44,678 lexical units. Similarly to WordNet, each synset
is a list of words that can have the same meaning.

The evaluation process should compare our set of synonymy relations with
the relations implicitly defined by every synset. But since there were terms in
PAPEL that did not appear in TeP and vice-versa, we first discarded all relations
with at least one argument not either in TeP or in PAPEL and were left with
about 68% of PAPEL and 35% of the 405,026 TeP relations7 that we used for
6 http://www.nilc.icmc.usp.br/tep2/
7 To convert Tep, all elements of a synset were considered to be involved in a synonymy

relation with all other elements of the same synset.
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validation. After comparing both sets, 50% of the relations of PAPEL were found
in TeP and 39% of the relations in TeP were in PAPEL.

As we said back in Section 4, the relations of PAPEL include only relations
that were found in the dictionary and have not been the target of any kind of
combination to infer new relations. If they were, we would have more relations
to submit to the evaluation process. So, we applied the transitivity rule to our
set: each pair of relations was combined and every time a pair had one com-
mon argument and a different one, a new synonymy relation was inferred (A
SINONIMO DE B ∧ B SINONIMO DE C → A SINONIMO DE C).

After applying the transitivity rule, our 80,432 synonymy relations became
689,073. It was applied only once, otherwise the set would be much larger but
would also have more inconsistencies than it already had after the first expan-
sion. This happens because in PAPEL the key structure is the term and we
do not handle polysemy or even homonymy, which means that two homographs
will be treated as the same word. Transitivity in these conditions can give rise
to clearly incorrect relations, such as: queda SINONIMO DE rúına ∧ queda
SINONIMO DE habilidade → rúına SINONIMO DE habilidade. After compar-
ing the expanded set with TeP, as expected the number of correct cases attested
in TeP dropped to just 14% but, on the other hand, almost all synonyms in TeP
were attested in our resource: 90%.

5.2 Validation of other relations between nouns

To assess the correctness of the non-synonymy relations we searched for natural
language renderings of those relations in a corpus. This procedure was partly
inspired by Etzioni et al. [33], who search for hypernymy patterns in the web to
evaluate if a named entity is an instance of a specific class.

For this purpose we used CETEMPúblico, an annotated corpus provided by
Linguateca with text from the Público newspaper published between 1991 and
1998, amounting to approximately 180 million words [34]. Despite being available
for download, we used the AC/DC project [35] interface to query the corpus.

Although we started trying out queries in order to check all rela-
tions in our resource, we soon realised that for some of the relations
it would be extremely improbable to find them in any (naturally occur-
ring) text. For example, it is unlikely to find patterns to validate most
of our cross-categorical relations, which seem to be precisely characteristic
of the ”dictionary genre”: liquidar ACCAO QUE CAUSA liquidação, fósforo
PARTE DE ALGO COM PROPRIEDADE fosforoso. It is not likely to find
both arguments of each one of these relations in the same sentence.

As consequence, in the validation procedure followed, we dealt only with the
noun to noun relations, and also with the cases attested in the corpus. That is,
before starting the validation, all the relations including at least one argument
that is not present in CETEMPúblico were discarded, by using the frequency
lists of words and lemmas also provided by Linguateca.

We also had to select two random samples of the two most represented re-
lations in our relation set, because they were just too many to validate in a
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short time: so a random sample of 3,145 hypernymy relations (8%) and of 2,343
meronymy relations (63%) were selected. For the remaining relations, whose
results are shown in Table 3, we used the complete noun to noun relation sets.

Table 3. Results of the validation of non-synonymy noun to noun relations.

Relation Relations w/ args in CETEMPúblico % Sample % Hits %

Hypernymy 40,079 63% 3,145 8% 560 18%
Meronymy 3,746 35% 2,343 63% 521 22%
Causation 557 50% 557 100% 20 4%
Producer 414 44% 414 100% 12 3%
Purpose 1,718 59% 1,718 100% 173 10%

As one can see, around 20% of the hypernymy and meronymy relations seem
to be supported by the text in the corpus. When it comes to other relations, the
percentage of hits is smaller. We believe anyway that the evidence is good since
it is obvious that a 200 million-word corpus of a newspaper genre has to contain
much less general knowledge that a general dictionary. Besides, we only used a
small set of patterns – often similar to the ones used in the extraction grammars
– while there is a huge amount of possibilities to represent each relation in
unrestricted text, full of modifiers and anaphoric references, contrary to simple
and structured dictionary definitions.

To give a more concrete feeling about the validation results, Table 4 con-
tains some correct relations that were supported by the corpus, but also re-
lations that seem to be supported but are incorrect. On the other hand, there
were correct relations that were not found in CETEMPúblico, for instance: fruto
HIPERONIMO DE alperce, algoritmia PARTE DE matemática, ausência CAU-
SADOR DE saudade or aquecimento FINALIDADE DE salamandra.

6 Conclusions and further work

A new publicly-available lexical resource for Portuguese was presented in detail
in this paper along with some first attempt to evaluate it. We expect it to be
useful for all kinds of NLP applications, from automatic generation of text to
intelligent search and writing aids, as well as to more theoretical studies of the
semantics of the Portuguese language.

Although the evaluation results are still preliminary, we intend to use other
sources of information. For instance, validate the relations by searching for in-
dicative sentences in the whole web, through general search engines. However we
will have to deal with even more patterns for expressing the relations because
these engines do not have lemma or other linguistic annotations. We also plan to
use other corpus resources, for example those already annotated with synonyms.

It should be emphasised that we do not see this resource as a final one,
but as an important seed for further enrichment by the whole community. Not
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Table 4. Results of the validation of non-synonymy noun to noun relations.

Relation Correct Support
ĺıngua HIPERONIMO DE italiano Yes As ĺınguas latinas, como o italiano ou o por-

tuguês, tornam-se mais fáceis por causa das
vogais.

arbusto PARTE DE floresta Yes A floresta é um conjunto de árvores, arbus-
tos e ervas de várias qualidades e tamanhos.

cólera CAUSADOR DE diarreia Yes A cólera provoca fortes diarreias e vómitos
e pode levar à desidratação e, consequente-
mente, à morte em poucas horas.

oliveira PRODUTOR DE azeitona Yes Também a quantidade e tamanho das
azeitonas produzidas por uma oliveira
biológica é inferior, já que não são uti-
lizados compostos de azoto que ajudam a
planta a crescer.

recrutamento FINALIDADE DE inspecção Yes Menos de metade dos jovens entre os 20 e os
22 anos apresentaram-se às inspecções para
recrutamento, revelou o ministro da Defesa.

músico PARTE DE música No ... um espectáculo baseado na obra ”Can-
tos de Maldoror”, de Lautréamont, com
música composta pelo músico inglês Steven
Severin...

fim FINALIDADE DE sempre No Sićılia aponta sempre para o fim do dia, para
o fim da luz.

only we suppose there can be other sources for (semi) automatically enriching
it – according to Ide and Verónis [24], the information in dictionaries is often
inconsistent and incomplete, so, in order to minimize that, a lexical ontology
should be the result of a merge of several sources – but we intend to go on
devising ways to increase coverage, linguistic correctness and validation.
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29. Richardson, S.D., Dolan, W.B., Vanderwende, L.: Mindnet: acquiring and structur-
ing semantic information from text. In: Proc. 17th Intl. Conference on Computa-
tional linguistics, Morristown, NJ, USA, Association for Computational Linguistics
(1998) 1098–1102

30. Santos, D., Freitas, C., Oliveira, H.G., Carvalho, P.: Second HAREM: new chal-
lenges and old wisdom. In et al., A.T., ed.: Computational Processing of the Por-
tuguese Language, 8th International Conference, Proceedings (PROPOR 2008).
Volume Vol. 5190., Springer Verlag (2008) 212–215

31. Maziero, E., Pardo, T., Di Felippo, A., Dias-da Silva, B.: A base de dados lexical e
a interface web do tep 2.0 - thesaurus eletrônico para o português do brasil. In: VI
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Abstract. Many of the works of text classification involve the attribution of 
each text a single class label from a predefined set of classes, usually small and 
flat organized (flat classification). However, there are more complex 
classification problems in which we can assign to each text more than one class 
(multi-label classification), that can be organized in a hierarchical structure 
(hierarchical classification) to support thematic searches by browsing topics of 
interests. In this paper, a problem of multi-label hierarchical text classification 
is presented. The experiment involves the creation of a multi-label hierarchical 
text collection, its pre-processing, followed by the application of different 
classifiers to the collection, and finally, the evaluation of the classifiers 
performance. 

Keywords: multi-label hierarchical text classification; ACM taxonomy 

1 Introduction 

The classification of texts consists on the allocation of one or more previously 
existing categories to text documents, based on their content. More formally, 
considering a set of categories C = (C1, C2,…,C|C|) and a set of classified documents D 
= (d1, d2, ..., d|D|), using a method or algorithm for learning, the intention is to build a 
classifier or a classification function which maps the documents into categories. The 
classifier is then used to classify new documents, not yet rated. 

The multi-label hierarchical classification of documents is based on the task of 
assigning any number of classes, which are organized in a hierarchical structure, to 
text documents. In the literature there are many contributions about multi-label 
classification and also many about hierarchical classification. However, if we focus 
on the combination of these two problems, we find only a few contributions, based in 
AI techniques, with some limitations. Multi-label classification methods have been 
categorized into two different groups [16]: problem transformation methods and 
algorithm adaptation methods. The methods of the first group are algorithm 
independent. They transform the multi-label classification task into one or more 
single-label classification tasks. The methods of the second group extend specific 
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learning algorithms in order to handle directly with multi-label classification. There 
are multi-label extensions of various algorithms, such as: decision tree [3], support 
vector machine [4], neural network [23] and k-nearest neighbour method [21]. 

In single-label classification, the forecast of a document class can only be right or 
wrong, since the document only belongs to one class. In multi-label classification, the 
forecast may be right, wrong or partially right, because, in the case documents belong 
to two or more classes, the projection can hit them all (classes), any of them or just a 
few of them. Several measures were proposed to evaluate the multi-label classifiers 
[24]. They are divided into example-based and label-based evaluation measures [17]. 
The first are calculated based on the average differences of the actual and projected 
set of labels over all test examples. The later decomposes the evaluation process into 
separate evaluations for each label, and then calculates the average of all labels. 
Hamming Loss and Classification Accuracy [14] are example-based evaluation 
measures. Any known measure for binary evaluation, such as accuracy, precision and 
recall, can be used as a label-based evaluation measure. The calculation of these 
measures for all labels can be achieved using two averaging operations, called macro-
averaging and micro-averaging. 

As a set of pre-defined classes we will use the ones defined in the latest ACM 
Classification Scheme, version 19981. The defined classes are related to computer 
science and are organized hierarchically into four levels. The first level comprises 11 
major partitions subjects codified A...K; these are subdivided into 81 second-level 
topics, which are further subdivided into third-layer topics. These are then subdivided 
in uncoded subtopics called subject descriptors. An important aspect to prepare a 
document for publication by ACM Press is to provide the information to index it 
according to the ACM classification system. At the moment, the authors, as 
specialists in the content of their publications, provide the categories and general 
terms. Instructions and guidelines for this procedure, besides its complexity and 
extensiveness (about 12 steps), are always dependent on the judgement of each 
author.  

In this article, there are two main contributions: the creation of a truly hierarchical 
multi-label document collection, extract from the ACM library, and the development 
of a methodology for multi-label hierarchical text classification composed by various 
pre-processing techniques and a combination of various classification algorithms.  

The paper is organized as follows. In section 2, the creation of the multi-label 
hierarchical text collection is reported, and also a simplified description of the ACM 
website extractor/collector system. Section 3 describes the pre-processing techniques 
used and the representation of texts chosen. Section 4 is about feature selection and 
the various documents collections created to test the classifiers. The next section is 
devoted to the creation of the multi-label classifiers. In Section 6, the results of the 
classifiers´ performance evaluation are presented, and in the last section, conclusions 
are drawn and some suggestions are made for future work. 

                                                           
1 Available http://www.acm.org/class/1998/ 
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2 Multi-label Hierarchical Text Collection 

The most important element of a classifier is its training set. A training set is just a set 
of documents that exemplify the different classifications as fully as possible. If the 
training set is poor, the classifier cannot classify incoming documents correctly.  

There are several sets of texts, including Reuters-215782, 20 Newsgroups3, as well 
as biological data sets ENZYME [20], used and referenced in the literature for multi-
label classification. However, these collections are not suitable for the study of multi-
label hierarchical classification, because, besides not having an original hierarchical 
structure (Reuters-21578, Reuters-RCV1), they are not multi-label (20 Newsgroups) 
or are not even a text collection (ENZYME). 

Due to the lack of a truly hierarchical and multi-label collection of texts, we 
developed a solution able to autonomously navigate through the ACM digital library, 
in order to collect Web pages and extract the relevant data to build a test collection. 
From the various types of scientific documents available (journals, magazines, 
proceedings, among others), we chose to collect the proceedings because this is the 
largest type of document represented in the ACM library and it covers a large share of 
the ACM categories involved, thereby exempting the collection of another type of 
document. 

2.1 Architecture 

Using the SAX2 API (Simple API for XML version 2) the ACM tree was extracted 
from a XML file and stored in a database4. Due to the large number of Web pages 
needed and the high volume of data necessary to extract, we designed and 
implemented a system capable of automatically browsing the relevant Web pages 
from the ACM website and extract the contents of interest to be stored in the created 
database. The designed system architecture was based on Google’s [2] architecture. 
Figure 1 shows a simplified architecture of the system, where the Extractor, its key 
component, is represented. The system works as follows: (1) the Crawler is initially 
supplied with an address (URL) of the ACM digital library; (2) the Crawler delivers 
the Web Page to the Extractor; (3) The Extractor consults its set of rules and: 

a. If the page has details of a scientific article, it extracts data such as title, 
keywords, abstract, primary and secondary classification, etc. and save data in 
the database; 

b. If the page points to scientific articles, their links are extracted and saved in the 
database; 

c. If the page is not any of the previous types, then it is not relevant and therefore 
nothing is done. 

(4) The Crawler checks if there are web addresses in the database and if there are, 
goes back to point 2; otherwise, ends. 
 
                                                           
2 http://www.daviddlewis.com/resources/testcollections/reuters21578/ 
3 http://people.csail.mit.edu/jrennie/20Newsgroups/ 
4 Available at http://www.dei.isep.ipp.pt/~i000313/ 
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Fig.1. Simplified architecture of the collection and extraction system 

 
The implemented process has the ability to find relevant Web pages and ignore the 

others. 112,000 Web pages were collected; of those 106,000 correspond to pages with 
information on scientific documents such as title, abstract, keywords, general terms, 
ACM classification, authors and the connection (link) to the full document in pdf 
format. The information of each document was obtained first with the identification of 
relevant Web pages, followed by the acquisition and retrieval of information. The 
information concerned by each publication was extracted from the web pages based 
on manually written rules. This was possible because the pages of the ACM site are 
reasonably structured which facilitates the writing of rules to automatically extract the 
information. From the documents collected in the ACM portal, it is possible to infer 
that a document may have between zero and seven primary classifications and 
between zero and thirty-six additional classifications - such a large number of 
classifications only occur in extreme cases. Considering the number of classifications, 
ignoring the distinction between primary and secondary classifications, the collected 
documents are distributed according to the number of classifications, as shown in 
figure 2. 
 

 

Fig. 2. Classification of documents collected in the ACM Portal 

The distribution expresses the following: 31,122 documents do not have any 
classification, whereas only 13132 documents have one classification and the others 
have two or more classifications. 
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3 Pre-processing and Representation of Texts 

After obtaining the document text collection, where each training document is 
composed by title, abstract, keywords and their classifications, it was necessary to 
preprocess it in order to get better performance from the classification algorithms. In 
this step, we used the API WVTool 1.1 (Word Vector Tool) [13]. The preprocessing 
tasks performed were: 
– Term normalization, consisting of changing all characters to lowercase, removal 

of accents and treatment of equivalent terms (although written in different ways - 
for example, color/colour); 

– Segmentation, division of text in single units (procedure known as tokenization), 
where all the characters (not letters) were recognized as separators, resulting units 
(tokens) with just letters; 

– Stopwords removal, based on a standard English list of words, incorporated into 
the API;  

– Reduction of the words to his radical, by the Stemming process, using the Porter 
Stemmer algorithm [11];  

– Pruning (elimination) in the collection of words with frequency lower than 3.  We 
have not done the elimination of words with frequency greater than a given value, 
because these words were deleted in the removal of stopwords or excluded in the 
selection of the most important terms (task reported in the next section). 
 
After the documents pre-processing, each document was represented as a vector of 

terms to facilitate its manipulation. In this representation, each component of the 
vector represents a word and has an associated weight according to the TF×IDF (term 
frequency inverse document frequency) measure. This measure represents the number 
of times the term occurs in the document, normalized according to the total number of 
terms in the collection of documents. This measure gives a greater weight to terms 
that appear in the document more frequently but rarely in the collection of documents. 
The resulting vector for each document was normalized to Euclidean length. 

4 Feature Selection  

After the documents pre-processing phase, the number of terms originally in the text 
collection remained high, although it was considerably reduced. The high number of 
terms or features is typical of text classification problems. This high number of 
features is not desirable because it significantly increases the amount of time 
necessary for a classifier to learn. In fact, not all the terms used in text documents are 
relevant to describe them (and may even reduce the quality of the classifier´s 
learning). As a result, it is common to choose a subset made up of the most important 
terms. To assign a value which represents the importance of a term, there are several 
measures such as: information gain [12], mutual information, χ2 (chi-square) and 
frequency [9]. We apply the measure information gain, since is one of the most 
effective measures [18]. 
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4.1 Document Collection  

As described before, each document in the ACM collection has several primary and 
secondary classifications (multi-label classification), and each classification is 
organized in a hierarchical structure of four layers. However, in our experiments we 
only considered the first two levels of the ACM hierarchy, that is, the documents are 
classified according to the classes A..K of the first level, and the topics of the second 
level. From the collection of documents gathered from ACM site, we have created 
two smaller collections of documents: one with 5000 documents and the other with 
10,000 documents. Both are described on table 1. 

Table 1. Documents Collection 

 Multi-Label 
5000 

Multi-Label 
10000 

Number of documents 5000 10000 
Total number of labels 11306 23786 
Average number of labels per document 2,2612 2,3786 
Maximum number of labels per document 14 19 
Number of  distinct terms after removing 
Stopwords 

11743 16475 

Number of  distinct terms after removing 
Stopwords and pruning of terms with lenght < 3 

4467 5697 

Average number of documents by category in the 
1st level (11 categories) 

454,5 909 

Average number of documents by category in the 
second level (81 categories) 

61,7 123,4 

Note: each document has one or more labels. In other words, a document belongs to 
one or more categories, and therefore contributes as a unit for one or more categories. 
Since each of the collections above has a high number of different terms, we created 
new collections of documents from each of them, each one with the 200, 400, 600, 
800 and 1000 most important terms, selected according to the gain of information 
measure. 

5 Multi-label hierarchical classification  

5.1 Applied Algorithms 

We apllied various plain multi-label classification algorithms: Binary Relevance 
(BR), Label Powerset (LP) [16] and Multi-Label k-Nearest Neighbor (MLkNN) [21]. 
The first two are problem transformation methods, while the last one is an adaptation 
algorithm. The first two methods were chosen because they correspond to the two 
most basic approaches to multi-label classification problems. The MLkNN was 
chosen as representative of the latest methods of problem adaptation. The applied 
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methods are in the API Mulan5 (Multi-label classification). The BR and LP 
algorithms were applied using the following basic classification algorithms: 
− Sequential Minimal Optimization (SMO), to train a classifier based on support 

vector machines using polinomial kernels [10];  

− IBK, which is the implementation of the Weka software of k-Nearest Neighbor 
Algorithm [1]; 

− Naive Bayes Multinomial [6]; 

− SVM (Support Vector Machine), using the library libSVM6; 

− J48, which is the implementation of the C4.5 algorithm [9] for decision trees 
learning (available in Weka). 

With the exception of the SVM algorithm, all other algorithms are in the Weka7 
software. All experiments involving the IBK algorithm were performed with the k-
value equal to 1 and 5. All experiments involving the MLkNN were performed with k 
equal to 1, 5, 10, and 30. The different values assigned to k, both in algorithms IBK 
and MLkNN, define the number of documents neighbors, for which the algorithm is 
based to make a decision. In all other algorithms, the parameters used were the default 
in their APIs. 

The three multi-label classification algorithms applied are flat classification 
algorithms, so their direct application to this problem is not possible; therefore we 
adopted the local hierarchical approach described in the next section. 

5.2 Methods to Handle Hierarchical Problems 

5.2.1 Methods of Problem Transformation  

A solution to handle the problem of hierarchical classification is to transform the 
hierarchical structure of categories in a flat structure and thus treat it as a problem of 
flat classification, for which there are known solutions and with good results [5] [19].  

 
 

Fig. 3. Transformation of a hierarchical structure into a flat structure 

This approach does not make use of the hierarchy of categories, resulting in the 
loss of this knowledge. Despite the results in [8] were very similar when dealing with 

                                                           
5 Available http://mlkd.csd.auth.gr/multilabel.html 
6 Available http://www.csie.ntu.edu.tw/~cjlin/libsvm 
7 Available http://www.cs.waikato.ac.nz/ml/weka 
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the problem of classification in a hierarchical and flat shape, it is our opinion that 
such results were possible due to the reduced number of categories involved in the 
problem. 

The results reported in [7] with a higher number of categories, support the use of a 
hierarchy between the categories. For this reason in this work we adopt the local 
hierarchical approach. 

5.2.2 Local Hierarchical Approach 

 

Fig. 4. Local hierarchical approach 

In the local hierarchical approach the classification of a new document starts by 
building one or more classifiers in the root node (P1 problem solving), whose task is 
to indicate which categories A,B,C,...,K of the first level are relevant to the document. 
Assuming that A and B were chosen as relevant categories, it is now necessary to go 
down to the second level and build one or more classifiers, in each of these categories 
(separately solve the problems P2 and P3). Assuming that the classifier or classifiers 
responsible for selecting the children categories of node A indicate as relevant 
category 1, and the classifier or classifiers responsible for selecting the categories of 
child B indicate as relevant categories 0 and 2, they are then assigned the following 
ratings to the document: A → 1, B → 0, and B → 2. Note that the details of each 
category to which the document belongs are made indicating the path from the root, 
because if a document belongs to a subcategory, it also belongs to all their ancestors.  

5.2.3 Global Hierarchical Approach 

In the global hierarchical approach (or big-bang) [15], the class hierarchy is treated as 
a whole, and thus only a single classifier is responsible to discriminate all the classes 
[7]. This approach is similar to the transformation of a hierarchical structure into a flat 
structure approach, but it somehow considers the hierarchical relationships between 
classes. For this reason, the use of the flat classification methods in its original form is 
not possible, it is necessary to do some transformations in order to capture the 
relationships between classes.  

The construction of a classifier using the global approach is more complex than 
following the local approach: it is computationally more complex and not flexible; for 
example, each time there is a change in the hierarchy of classes, the classifier needs to 
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be trained again. The local hierarchical approach is identified as computationally 
more efficient than the global approach, but has a weakness in the spread of errors, 
that is, a wrong choice of a category in a given level of the hierarchy means that the 
error is propagated to all its descendants nodes. 

6 Evaluation 

The best known methods of evaluation of classifiers, such as the holdout method, k-
fold cross-validation, leave-one-out and boostrap were designed to assess problems of 
plain classification. Since this problem is a hierarchical classification problem it was 
necessary to adapt the method k-fold cross-validation for each level of the hierarchy. 
As there is still no consensus or a clear trend on the evaluation measures to be applied 
to multi-label hierarchical classification problems, we chose to implement several 
measures based on examples. 

Note that, for each classifier, all the learning steps (learning, classification and 
evaluation) were made together and not separately. The experiments were performed 
following the k-fold cross-validation method with k = 3 (where k is the number of 
subsets and the number of times that cross-validation process is repeated). Although 
this value is not as popular as the values k = 10, k = 5, shown to be the most 
appropriate, given the large number of experiments performed, and the size of text 
sets. 

7 Results 

With respect to the ACM tree, we only used the first and second level, because going 
down to the third level would result in categories with small numbers of documents. 
In both 5000 and 10,000 documents collections we have applied the various 
algorithms above refered, using the 200, 400, 600, 800 and 1000 most important 
terms in each collection, selected according to the information gain measure. Next, we 
only present the classification results at the second level of the tree, because only at 
this level the final document classification is obtained, see figures 5 and 6. Among all 
combinations of algorithms tested we only present the best results that match those 
obtained with Binary Relevance combined with Naive Bayes Multinomial (B.R. NB-
M.); Label Powerset combined with Sequential Minimal Optimization (L.P.SMO) and 
Multilabel k-Nearest Neighbor (MLkNN). 

The best results were obtained with the algorithms Binary Relevance combined 
with Naive Bayes Multinomial. It is clear that the results obtained with this 
combination of algorithms are independent of both the size of the collection or the 
number of terms used, that is, the results are similar in both collections, with 5000 and 
10,000 documents and are better with smaller number documents terms, that is, 200 
terms are sufficient to characterize this type of scientific documents collected from 
the ACM repository. In what concerns the other algorithms, the algorithm MLkNN 
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gives better results than those obtained with the algorithm L.P.SMO. Regarding the 
documents collection, the MLkNN algorithm has the best results with the largest 
collection (10,000 documents) and with the largest number of terms (1000 terms).  
But the L.P.SMO algorithm has better results with the smallest collection (5000 
documents) and also needs a large number of terms (1000). 

 

 
 

 

 
 

 

  
Fig. 5. Results of the different algorithms on 

dataset 5000, according to the number of 
terms 

Fig. 6. Results of the different algorithms on 
dataset 10000, according to the number of 

terms 

8 Conclusions and Future Work 

Text classification has received the attention of researchers, since the mid 90´s. 
However, the multi-label hierarchical text classification still remains actual and offers 
exciting challenges, which give space for new research, and optimization of 
contributions already available. In this paper, we give an overview of hierarchical 
classification problems and their solutions. A multi-label hierarchical text collection 
classified according to the ACM scheme was created and pre-processed using various 
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techniques. We have tested two problem transformation methods, Binary Relevance 
and Label Powerset, combined with various classification algorithms and also an 
adaptation method, Multilabel k-Nearest Neighbor. All of them were evaluated using 
two text collections with different number of terms. The best results were obtained 
with the combination Binary Relevance with Naive Bayes Multinomial. From the 
various experiences performed we can also conclude that this combination does not 
depend of both the size of the collection and the number of different terms used. We 
want to stress that these conclusions are only valid for the hierarchical multi-label 
document collection extracted from the ACM library. 

In addition to the work done in this article, here are some proposals for future 
work: 
− Investigate ways to recover from errors in a given level, that is, prevent the spread 

of errors to lower levels of the hierarchy, which is the main drawback of 
hierarchical local approach; 

− Investigate measures for the evaluation of multi-label hierarchical classification that 
takes into account the distance in the tree provided between the predict class and the 
correct class;  

− Conducting experiments using a hierarchical approach that combines at each level 
different classifiers using boosting, bagging or stacking. 
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Abstract. We present the design of OPTIMISM, an opinion mining system for 

detection and classification of opinions about relevant political actors, regarding 

a particular topic of debate. The system gathers opinion-rich texts from 

Portuguese social media, which are then classified according to their semantic 

orientation and intensity. Together with the main design decisions, we present 

the linguistic resources for sentiment analysis in Portuguese under development 

and the evaluation plan. Evaluation includes comparing opinion statistics 

produced by the system against poll data collected purposefully for this 

evaluation. 

Keywords: Opinion mining; Sentiment analysis; Natural Language Processing; 

Crowdsourcing; Social Web 

1   Introduction 

With the increasing availability of user-generated contents (UGC), such as blogs, 

Internet forums and social networks, citizens have more opportunities to express their 

opinions and make them available to everyone. Publicly available opinions provide 

valuable information for decision-making processes based on a new collective 

intelligence paradigm designated as crowdsourcing [15]. Therefore, the 

computational treatment of sentiment and opinions has been viewed as a challenging 

area of research that can serve different purposes. 

Existing opinion mining systems are generally designed to deal with specific text 

genres and topics (for example, movie and product reviews) in English. Since 

specialized reviews are topic delimited, research so far has mainly focused on 

identifying the overall sentiment expressed in self-contained reviews (e.g. movie 

reviews) or the sentiment about a possible set of features that are targets of opinion 

(e.g. product reviews). However, more complex UGC (e.g. blog entries, opinion 

articles) usually express both positive and negative opinions about an open set of 
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possible entities and topics. Hence, it is important to determine in these cases not only  

whether a given document, paragraph or sentence conveys a positive or negative 

sentiment or opinion, but also which entities are mentioned in a positive or negative 

way, regarding a particular issue. 

This paper presents the design of OPTIMISM, an opinion mining system for 

detection and classification, in quasi real-time, of opinions about relevant political 

actors, regarding a particular topic of debate. The system gathers opinion-rich texts 

from Portuguese social media, which are then classified according to their semantic 

orientation and intensity. These include weblog posts, comments to those posts, and 

comments to news published in mainstream media. 

The main goal of the system is to detect trends in the electoral behaviour ahead of 

existing polling technology by mining the social media websites, investigating how 

these trends correlate with those obtained using conventional polling methods [7], 

[18]. Recently, Google researchers have demonstrated on their flu trends website how 

they could predict influenza epidemics two weeks ahead of the existing surveillance 

network through the analysis of query log data [10]. We intend to attain comparable 

results regarding trends on political entities. 

In the next section we review related work. In Section 3 we address issues related 

to harvesting opinionated text. Section 4 presents the set of linguistic resources being 

developed for sentiment analysis in Portuguese. In Section 5, we summarize our 

approach for learning text classifiers, which is based on a reference corpus that we are 

building semi-automatically. In Section 6, we present an outline of the 

implementation and evaluation plans for the OPTIMISM prototype. We conclude this 

paper by highlighting the main features of OPTIMISM.  

2   Related Work 

Research on opinion mining has taken three main interrelated research lines (see the 

comprehensive survey by Pang & Lee [25]): 

(i) Development of linguistic resources for sentiment analysis, such as lexica 

and manually annotated corpora; 

(ii) Implementation of different algorithms for text analysis and classification 

according to their subjectivity and semantic orientation; 

(iii) Extraction of opinions from text, possibly including different types of 

relations with associated content. 

Opinionated text has been generally classified according to sentiment polarity and 

intensity. Work has focused on movie and product reviews (see, among others, [23], 

[24] and [20]), and, more recently, on electoral behaviour [17, 21, 26]. Sentiment 

classifiers have been implemented using mainly machine learning based approaches 

[25]. Latent Semantic Analysis and Semantic Orientation – Pointwise Mutual 

Inclusion have been successfully applied on the construction of sentiment lexical 

resources [27]. However, past research experiments show that the performance of 

classifiers depends on multiple linguistic factors, such as text genre, topic, and, 

especially, the coverage and precision of linguistic information [16, 28]. 
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Most systems for sentiment analysis make use of sentiment lexicons, containing 

information about the predictable polarity of words, mainly evaluative adjectives. 

These have been particularly studied and used as features not only to detect subjective 

information, but also to classify the sentiment polarity in texts [9, 13]. 

Simpler approaches are based on the selection of relevant lexical features, and the 

verification of their occurrence in a given document, which has been globally 

classified according to the polarity of the prevailing features. In spite of their 

simplicity, such approaches have shown reasonable performance in specific types of 

texts, such as movie reviews. However, we believe that they do not provide 

satisfactory results when dealing with more complex texts, involving different topics 

and targets of opinion. Moreover, it must be stressed that the contextual polarity of a 

phrase or sentence containing a sentiment word may be different from the prior 

polarity assigned to that word in the lexicon [29].  

For example, Carvalho has shown that the meaning (and polarity) of adjectives in 

Portuguese depends on multiple factors, such as their position in adnominal context 

(e.g. Um homem pobre / A poor man vs. Um pobre homem / A miserable man), the 

nature of the noun  to which an adjective is related (e.g. Uma pessoa importante / An 

important person vs. Uma quantia importante / A considerable amount) and the type 

of auxiliary verb with which it co-occurs (e.g. Ele é muito inteligente / He is very 

intelligent vs. Hoje, ele está muito inteligente / Today, he is very intelligent) [4]. She 

also demonstrated that some evaluative adjectives can exhibit a particular behaviour 

when they are included in specific constructions, such as ‘cross-constructions’, where 

the adjective fills the head of a noun phrase (e.g. O comunista do ministro / The 

communist of the minister), and exclamative constructions expressing insult (e.g. Seu 

atrasado mental / You  moron! ). 

Regarding the selection of contents from the web for text mining, available 

crawlers can be classified in four major classes determined by the used harvesting 

strategy: (i) broad crawlers, which collect the largest amount of information possible 

within a limited time interval [14]; (ii) incremental crawlers, which revisit previously 

fetched pages, looking for changes [8]; (iii) focused crawlers, which harvest 

information relevant to a specific topic aided by a classification algorithm for filtering 

out irrelevant contents [5]; (iv) deep crawlers that also collect information relevant to 

a topic, but, unlike focused crawlers, have the capacity of filling forms in web pages 

and collect the returned pages [22]. 

With the advent of web 2.0 sites, such as Blogspot.com and Facebook.com, the 

internet domain and language-based criteria that we successfully used in the past for 

delimiting the Portuguese Web no longer apply (see [11], for the former, and [19], for 

the latter). Instead of personal web pages, political actors are now changing how they 

present themselves on the web, relying on hosted pages at specific applications. Many 

web users create web avatars that do not have a home page with true or relevant 

information: they simply visit popular thematic forums on the web and comment on 

the topic of the moment under a common nickname on a regular basis. 

The opinion mining prototypes to be released by the OPTIMISM will require quasi 

real-time feeding with relevant Portuguese texts conveying opinions about political 

entities as they are published on the web. The selection of contents for mining 

opinions will have to follow a radically different approach. 
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3   Text Harvesting for Crowdsourcing 

One of the main difficulties faced while crawling the first generation of the web was 

that contents were largely unstructured, which made their parsing hard for detecting 

links. On the other hand, the Portuguese web was largely organized as a collection of 

linked websites, each hosted under its own sub-domain of the top-level .PT Internet 

domain. 

The selection of contents for mining opinions will have to follow a radically 

different approach. In the OPTIMISM crawler, we simply collect most of the data we 

are interested in with existing tools, by subscribing the newsfeeds associated to the 

relevant political actors. Their contents and meta-data are already available as data 

streams in the Atom or RSS2.0 syndication formats (XML). Web sites like 

Rssmeme.com and Pipes.yahoo.com provide support for the creation of mashups that 

can be programmed to perform some of the necessary work of aggregating newsfeed 

data for our demonstrator. Many news websites and blogs also enable the download 

of the comments by their users tied to each news or blog post. 

The new challenge is finding the semantic associations among these comments, 

made in hundreds or thousands of independently run discussions on the same topic, 

having some of the users participating in several of them simultaneously. In the social 

web, these associations are no longer established by HTML links, but through hashes 

(twitter inherited the concept from chat forums), nicknames, and search keywords 

(where the first hit indirectly points to the referenced web page).  

In OPTIMISM, the configuration of the automatic discovery process mainly 

becomes an activity of identifying the appropriate keywords for locating the relevant 

contents, which requires linguistic and information science skills. 

4   Linguistic Resources for Sentiment Analysis 

In this section, we describe the linguistic resources being developed in the scope of 

the OPTIMISM project, namely a sentiment lexicon and a library of syntactic-

semantic patterns where polarity-bearing predicates may occur.  

4.1   Sentiment Lexicon 

In previous work, we explored the syntactic and semantic information described in the 

linguistic resources developed by Carvalho [4]. These comprise 4,250 intransitive 

adjectives, characterized by occurring with human subjects and having no 

complements. The properties considered in such resources concern, among others, the 

constraints imposed by adjectives respecting (i) the type of auxiliary verb with which 

they can co-occur, (ii) their modification by a quantifier adverb or by a morpheme of 

degree, (iii) their presence in specific constructions, such as characterizing indefinite 

constructions (where the adjective appears after an indefinite article, in predicative 

context), cross-constructions (where the adjective fills the head of a noun phrase), and 

exclamative constructions expressing insult. Furthermore, these resources describe the 
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predicative nouns morpho-syntactically associated with each adjective (e.g. 

belo/beleza; beautiful/beauty).  

We have then selected the possible polar predicates from these resources, and 

classified each predicate according to its predictable polarity, which may be 0, 1, or    

-1. These codes represent, respectively, a neutral, positive or negative semantic 

orientation. We are not presently assessing the potential levels of intensity exhibited 

by predicates from the same polarity class (e.g. feio/horrível; ugly/horrible), although 

that may be considered in the future. 

The sentiment lexicon has also been enriched with new entries, collected from 

diverse corpora on the web. At the present, it is composed by a total of 6,055 

intransitive predicates (more precisely, 3,533 adjectives and 2,522 names). In terms of 

polarity frequency, 55.5% of the predicates are classified as negatives, 21.8% as 

positives and the remaining 22.7% as neutral. 

Future developments will also include the enlargement of the sentiment lexicon, 

namely in what concerns predicate verbs and multiword expressions, by exploring 

bootstrapping approaches [2]. We will also take into consideration particular common 

and proper names that may convey polarity when used metaphorically (e.g. Ele é um 

verdadeiro Hitler / He is a real Hitler). 

4.2   Ontology of Political Entities 

Entity recognition for political opinion mining in social media has several 

particularities, which makes it different from more generic entity recognition tasks. 

We are initially considering a relatively small set of pre-defined entities, including 

politicians and some organizations (such as political parties). In this restricted 

scenario, most names are unambiguous, which may suggest that simple dictionary-

based recognition can lead to acceptable results. 

However, a significant proportion of political mentions are indirectly made, using 

paraphrastic constructions, ergonyms (e.g. o primeiro-ministro / the prime-minister, a 

líder da oposição / the leader of the opposition, o candidato do PSD à CML / the 

candidate from PSD for CML). Identifying constructions of this type and associating 

them with their corresponding political entities is a challenging task, because they 

admit different lexical and syntactic variations and are prone to ambiguity. Moreover, 

political actors and their roles in the political scene change quickly over time (e.g. a 

national parliament member may become a European parliament candidate or a city 

mayor). Additional challenges involve dealing with absence of capitalization, 

acronyms, metaphoric mentions and neologisms (e.g. “Pinócrates”, which results 

from the amalgam of the names Pinocchio and Sócrates, for referring to the current 

Portuguese prime-minister José Sócrates). 

To assist the opinion extraction task, we are developing an ontology of political 

entities that includes the names of the political actors and corresponding variants 

(neologisms, acronyms, etc.), and their roles in the political scene. This ontology, 

which initially covers the Portuguese political environment, is being compiled semi-

automatically, by mining news items using simple patterns to find possible ergonyms 

(usually placed in apposition to the political entity), and conflating name variations 

using heuristics based on lexical inclusion and edit-distance criteria. For example, we 
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found 23 distinct mentions for the politician Paulo Rangel (“líder da bancada do 

PSD”, “cabeça-de-lista social-democrata ao Parlamento Europeu”, “candidato do PSD 

às eleições europeias”, among others). We have been mining newspaper RSS feeds 

for about a year, to collect the most common paraphrases (presently, for more than 

1300 entities). Metaphoric mentions and neologisms commonly found in UGC will be 

manually added to ontology, at least in a first stage. We are in the process of 

evaluating the ontology. We plan to use this ontological knowledge in the entity 

recognition module, which scans texts to identify mentions of political entities by 

name or paraphrase (using both exact and soft matches with the ontology contents) 

and performs entity resolution.  

4.3   Lexico-Syntactic Rules 

Opinionated messages posted in blogs, internet forums and social networks are 

normally short, ungrammatical and incomprehensible when taken out of context. 

Moreover, opinions and sentiments are mostly expressed indirectly, making use of 

figurative language, such as metaphors. They thus represent a hard challenge for 

mining approaches relying exclusively on parsers. See, for example, the fragment of a 

comment to a news article published in the online newspaper Público, which was 

parsed by PALAVRAS [3]. 

durão [durão] ADJ M S @SUBJ>  

fez [fazer] <fmc> V PS 3S IND VFIN @FMV  

muito [muito] <quant> DET M S @<ACC @>N  

bem [bem] <quant> ADV @<ADVL @>A  

em [em] PRP @<ADVL  

fugir [fugir] V INF @IMV @#ICL-P<  

de [de] PRP @<ADVS  

Portugal [Portugal] PROP M S @P<  

e [e] <co-fmc> <co-inf> KC @CO  

ir [ir] V INF @IMV  

para [para] PRP @<ADVL  

um [um] <arti> DET M S @>N  

super [super] <*1> <n> ADJ M S @P<  

taxo [taxar] <fmc> <*2> V PR 1S IND VFIN @FMV  

em [em] <sam-> PRP @<ADVL  

a [o] <artd> <-sam> DET F S @>N  

UE [UE] PROP F S @P<  

. [.] PU <<<  

In this case, the word durão was recognized as an adjective, instead of a proper noun 

(Durão Barroso), because it is written in lowercase. On the other hand, the prior 

negative noun “tacho” (approx. “job for the boys”) was analyzed as a verb (taxar / to 

tax) due to a common “Internet-accepted variation” (“ch” → “x”). 

We believe that robust opinion detection/classification in UGC can only be 

achieved by using text classification techniques exploring the rich set of features that 

may be extracted from text and other fine-grained linguistic resources. Some of these 

features may consist of lexically-derived information, such as n-grams or information 

about the prior-polarity of words, while others may be identified using lexico-
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syntactic patterns to detect typical opinion-bearing structures. Hence, in parallel to 

lexicon development, we are creating high precision lexico-syntactic rules. We started 

by confining the analysis to an ensemble of typical syntactic constructions where 

predicative adjectives and nouns, such as the ones described in the sentiment lexicon, 

may occur. Below, we illustrate some elementary adjectival predicative constructions 

including a political entity (PE): 

 

(1) PE Vasp
*
 Prep

? 
Vcop

1
 Adv

*
 Adj 

 (e.g. Sócrates continua a ser muito convencidoneg�Sneg ) 

(2) PE Vasp
*
 Prep

? 
Vaux

1
 Artind Adjpos|neut Adjneg 

 (e.g. Sócrates é um bompos mentirosoneg�Sneg) 

(3) PE Advneg Vasp
*
 Prep

? 
Vaux

1
 Adv

*
 Adj 

 (e.g. Sócrates nunca foi desonestoneg�Spos) 

(4) PE deixar de Vaux
1
 Adv

*
 Adj 

 (e.g. Sócrates deixou de ser autoritárioneg�Spos) 

(5) PE Vasp
*
 Prep

? 
Vaux

1
 Adv

*
 Adj, mas Adv

* 
Adj 

 (e.g. Sócrates é arroganteneg, mas competentepos�Spos) 

(6)  Artdef Adjpos|neut do|da|dos|das PE... 

 (e.g. O inteligentepos do Sócrates... �Sneg) 

 

In construction (1), the adjective occurs in a predicative context, i.e., it relates a PE 

with their subject through a copulative verb (Vcop), which may be preceded by an 

aspectual verb (Vasp). Moreover, the adjective may be modified by an adverb (Adv). 

The application of this regular expression makes it possible to extract the sentences 

that match this pattern, and classify them according to the polarity assigned to 

adjectives in the lexicon. 

However, sentences often include more than one lexical unit assigned to opposite 

polarities in the lexicon, as illustrated in construction (2). As a result, it is crucial to 

identify which is the predicate of the sentence, in order to classify it. Different types 

of negation are also considered in syntactic-semantic rules, as illustrated in 

constructions (3) and (4). The sentences matching those patterns must be classified as 

positive or negative, by reversing the polarity value assigned to the predicate they 

refer to. This implies that they must be classified as negative if containing a positive 

predicate, and vice-versa. 

Lexico-syntactic rules also account for the possibility of co-occurrence in the same 

sentence of two or more predicates presenting similar or opposite polarities. For 

instance, the subject of construction (5) is modified by two predicates, which are 

combined in a coordinate structure, by means of the mas (but) adversative 

conjunction. In this case, we classify the sentence according to the polarity code 

exhibited by the last element of the coordination.  

In some cases, the prior polarity assigned to a predicate at lexical level can be 

changed in particular contexts, such as the case of construction (6).  
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5   Learning Opinion Classifiers 

Practical opinion classification cannot be performed using only a set of predefined 

lexico-syntactic rules [6]. To allow generalization, and thus increase recall in opinion 

classification, it is crucial to train an automatic text classifier. For this purpose, we are 

currently developing a reference corpus for the training and evaluation of opinion 

classification procedures.  

5.1   Reference Corpus 

We started by collecting opinion-rich data from the web site of one of the most read 

Portuguese newspapers. We obtained a collection of 8,211 news and linked comments 

to that news posted by on-line readers. This collection covers a period of 5 months 

(November 2008 to March 2009). It includes about 250,000 user posts, containing 

approximately 1 million sentences. We are now proceeding with the annotation of this 

collection in order to develop the reference corpus. We will identify mentions to 

political entities in the comments (both by name and by paraphrastic or anaphoric 

mention) and detect whether there is an expressed positive or negative opinion about 

those entities at the sentence level. 

At present, we are focusing on a small set of popular political entities occurring in 

specific constructions, including those described in Section 4.3, in order to find high 

precision candidate sentences expressing positive and negative opinions. Such 

candidate sentences are being manually validated, and the remaining sentences of the 

comments mentioning the same entity are being automatically classified. This 

procedure is based on the assumption that non-recognized opinionated constructions 

expressed in a particular comment about a specific entity are consistent with the 

opinions previously found by rules in the rest of the comment. This enables quick 

annotation of the collection about certain political entities, which includes opinionated 

sentences with a large diversity of structures. Some of these would not be easily 

detected by linguistic rules. 

Results obtained so far show that the performance of lexico-syntactic rules depends 

on the polarity conveyed in recognized text. In the case of expressed negative 

opinions, the precision rate is approximately 90%. For positive opinions expressed in 

text, the precision decreases to 60%. In both cases, we achieved a very low recall, 

which is not surprising due to the small number and strict type of syntactic patterns 

explored in this work.  

Our experiments also demonstrate that it is possible to propagate the opinions 

found by the lexico-syntactic patterns to other sentences of the user comments 

mentioning the same entity, increasing the number and diversity of annotated 

sentences. Again, propagation success is higher for negative opinions (almost 100%) 

than for positive opinions (around 75%).   
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5.2   Feature Selection and Classification Algorithms 

The challenge for correct classification lies in selecting the correct set of features for 

describing opinions in text. Some of the relevant features for opinion classification are 

associated with the presence in text of elements listed in the sentiment lexicon. 

However, there are relevant clues about opinion in features related to (i) punctuation 

usage (e.g. heavy punctuation); (ii) graphic marks (e.g. full capitalization); (iii) 

distance of elements to the entity at stake (e.g. immediately before/after entity); (iv) 

POS information, and (v) more refined syntactic and semantic information. The best 

feature selection of features will be investigated by evaluating the performance of 

classification over the reference corpus with different machine learning algorithms 

[12]. 

So far we have made initial experiments in a more constrained setting. We 

manually annotated a selected set of about 2,000 short news (title plus 1-3 sentences) 

gathered from newspaper RSS feeds and covering either a negative or positive event 

associated to two political entities: the prime-minister and the leader of the opposition 

of Portugal. We trained an SVM classifier for predicting if unseen news are about 

either a positive or negative event associated to one of the two. We experimented 

several feature sets, including bag-of-words, n-grams plus relative positions, prior 

polarity of words and POS. Results show that we are able to achieve a precision rate 

over 90% and an F-measure over 80% in predicting whether news are positive or 

negative for several of the possible feature combinations. Although UGC represents a 

much greater challenge, and despite the fact that we are considering a scenario with 

fewer restrictions in OPTIMISM, we believe that these results support the feature 

exploration strategy we are following. 

6   Implementation and Evaluation Plans 

We plan to release software prototypes capable of processing Portuguese texts 

conveying opinions about relevant political entities as they are published on the web 

for user evaluation. We have adopted an agile methodology organized in short sprints 

that add/modify functionalities as a result of observing new potential uses, alternative 

user interfaces or new characteristics of the opinion mining and web crawling 

modules of the system. The software components will be continuously optimized, as 

the training corpora improve and we obtain user feedback. 

 We started by defining a simple database model for storing the collected news items 

and comments (and metadata).  A focused web crawler populates the database and the 

opinion mining software then fetches sets of news items for annotation from the 

database.  The OPTIMISM software will also include a library of components for 

computing statistics on opinion data and plotting these statistics as charts and trends. 

The actual user interface design on both prototypes will depend on the characteristics 

of the obtained data, the methods used to process such data, and observation of user 

access patterns. 

The evaluation of the OPTIMISM crawler will focus on measuring its capability to 

re-discover, from a set of initial seeds, known relevant blogs and Web2.0 from a 
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known list to be compiled by the political scientists in the team, while minimizing the 

number of irrelevant blogs and comments to the task at hand. 

Evaluation of the system will be performed through periodic user satisfaction 

surveys. We will also need to ensure that the perception on the quality and usefulness 

of the mining software is not hampered by a poorly designed user interface. 

Planned experiments also include exploring the relationship between sentiments 

towards political entities as measured by the prototype and those obtained in political 

opinion polls. On the one hand, polls to be conducted by the Catholic University’s 

Poll Centre will include questions designed to detect sub-samples of social web users, 

enabling the matching of data generated by the prototype with that obtained among 

representative samples at the same time periods. On the other hand, trends in all 

published public opinion polls and those obtained through the prototype with be 

analyzed both through conventional time series techniques and wavelet 

decomposition techniques appropriate for analyzing the relationship between two 

signals and the role of critical events [1].  

7   Conclusion 

OPTIMISM is a system for performing real-time opinion mining about political 

entities over the enormous wealth of user-generated content being currently produced. 

This system differs from most previous opinion mining projects in multiple aspects. It 

aims at detecting opinions about specific political entities regarding an open set of 

topics or issues. It is intended to explore highly reactive and short-lived user-

generated content such as social web sites’ status messages and comments posted on 

on-line newspapers, which represent a great challenge due to their short, and often 

non-grammatical, nature. For content selection, we are planning to explore deep 

crawling through interaction with global search engines (that perform broad crawls) 

for locating new potentially relevant content, but we incorporate aspects of 

incremental and deep crawling for obtaining the data. 

 We are currently using a novel semi-automatic strategy for building a reference 

corpus for training text classifiers, which mines newspaper comments with high-

precision lexical-syntactic patterns to gather a diverse set of examples of opinionated 

text. Such corpus will  be used to explore feature selection policies to be used by text-

classification algorithms. 

Finally, the evaluation plan includes contrastive analysis of observation data 

derived from the prototype’s use against true political opinion poll data. 
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Abstract. In this paper, we propose a multilevel graph partitioning
scheme to speed up a modularity-based graph clustering technique. The
modularity-based algorithm was proposed by Newman for partitioning
graphs into communities without the input of the number of clusters.
The algorithm seeks to maximize a modularity measure. However, its
worst-time complexity on sparse graphs is O(n2), where n is the number
of vertices, which can be prohibitive for many applications. The mul-
tilevel graph partitioning scheme consists of three phases: (i) reduction
of the size (coarsen) of original graph by collapsing vertices and edges,
(ii) partitioning the coarsened graph, and (iii) uncoarsen it to obtain
a partition for the original graph. The rationale behind this strategy
is to apply a computationally expensive method in a coarsened graph,
i.e., with a significantly reduced number of vertices and edges. Empirical
evaluation using this approach demonstrate a significant speed up of the
modularity-based algorithm, keeping a good quality clusters partitioning.

Key words: Clustering, Graph Clustering, Multilevel Graph Clustering

1 Introduction

Clustering is an important problem with many applications, and a number of
different algorithms have been proposed over the past decades. Recently, com-
pelling application domains have become available in which to concept learning
requires effective handling of relational data. Social networks and web analysis,
for instance, require the representation of structural relations among people or
web pages. In these domains, data must represent relationship between enti-
ties rather than entity’s attributes. Such representation motivates approaches to
mine concepts from graph-based data.

Graphs are formed by a set of vertices and a set of edges that are connections
between pairs of vertices [1, 2]. Graph clustering is the task of partitioning similar
vertices into clusters taking into consideration the edge structure of the graph
so that there are many edges within each cluster and few edges between the
clusters [3, 4]. Unfortunately, finding an optimal partition is a problem known
to be NP-complete [5], so it’s necessary to use some heuristics for a practical
solution.
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To overcome the problem of finding the number of clusters and speed up the
clustering process we apply the Newman’s modularity algorithm [6] as the parti-
tioning algorithm in a multilevel graph partitioning approach [7–9]. A multilevel
graph partitioning scheme [10, 8, 9] consists of three phases: (i) reduction of the
size (coarsen) of the original graph by collapsing vertices and edges; (ii) parti-
tioning the coarsened graph; and (iii) uncoarsen it to construct a partition for the
original graph . The rationale behind this strategy is to apply a computationally
expensive method in a coarsened graph with significant reduction of number of
vertices and edges. This approach can speed up the fast modularity algorithm,
keeping a good quality cluster partitioning.

In the following section we describe some background concepts in graph clus-
tering. In Section 3, we explain the proposed approach of joining Multilevel
Graph Partition and Newman’s modularity Q. In Section 4 we evaluate the ap-
proach on some datasets. Finally, in Section 5, we present the conclusions and
future work.

2 Graph Clustering

The problem of partitioning a graph in k different clusters is defined as follows:
Given a graph G = (V,E) with |V | = n, finding subgraphs V1, V2, ..., Vk such
that Vi∩Vj = ∅ for i 6= j,

⋃
i Vi = V and the number of edges of E that connects

vertices from different clusters are minimized. This quantity is known as edge-
cut. The clusters founded are generally represented in a vector P of length n,
such that for each vertex v ∈ V ,P [v] is in [1, k]. The value of k is usually given
as input for many graph clustering algorithm, although there are techniques to
suggest a good value.

The above goal described can be interpreted in various ways leading different
criteria for optimization. We briefly review some specific objective functions that
are most related to our work:

Ratio association maximization It takes the partitioning scheme that leads
to the highest intra-cluster average degree, i.e., the summation of number of
edges in the cluster i, links(Vi, Vi), divided by the number of vertices in i,
|Vi|, expressed by Equation 1.

RAssoc(G) = max
V1,...,Vk

k∑
i=1

links(Vi, Vi)
|Vi| . (1)

Ratio cut minimization The difference between Ratio cut and Ratio associ-
ation is that the first seeks to minimize the edge-cut while the second seeks
to maximize internal cluster edges weight. It is obtained with Equation 2

RCut(G) = min
V1,...,Vk

k∑
i=1

links(Vi, Vi)
|Vi| , (2)

where Vi is the subset of vertices V − Vi.



An Ultra-Fast Modularity-Based Graph Clustering Algorithm 581

Normalized cut minimization The normalized cut objective [11] seeks to
minimize the cut relative to the number of edges in a cluster instead of
its size. The objective is expressed by Equation 3

NCut(G) = min
V1,...,Vk

k∑
i=1

links(Vi, Vi)
degree(Vi)

, (3)

where degree(Vi) = |{(u, v) ∈ E|u, v ∈ Vi}|.
Modularity maximization Modularity measures the fraction of the cluster’s

inner edges eii minus the expected value ai if the edges are placed at random
[12]. Let eij be the half fraction of edges in G that connects vertex in different
clusters. So, |E| = eij + eji + eii. We can calculate ai by ai =

∑
j eij . The

measure is given by Equation 4

Q =
∑

i

(eii − a2
i ). (4)

If the edges are connected at random the fraction of inner edges in a clus-
ter i is a2

i , which produces Q = 0. Any Q 6= 0 indicates the presence of
communities structure.

In 2004, Newman proposed an agglomerative hierarchical algorithm for parti-
tioning graphs into communities without the input of the number of clusters [6].
The algorithm seeks to maximize the modularity measure given by Eq.4. Starting
with each vertex as a single community, it repeatedly joins communities together
in pairs. At each step is selected the pair which promotes the highest modularity
gain, that is calculated by Equation 5.

∆Q = 2(eij − aiaj). (5)

Following a join, it’s necessary to update the eij ’s values, a task with worst-
time complexity O(n). At any time, there will be at most |E| edges in graph,
thus each step of the algorithm takes O(|E| + n). The worst-time cost occurs
when it’s necessary to perform n− 1 joins, so the entire algorithm runs in time
O((|E|+ n)n), or O(n2) in a sparse graph [6], which can be prohibitive.

In the next section, we propose a graph clustering technique based on the
Newman’s modularity algorithm [6] applied in a multilevel graph partitioning
approach [7–9], aiming to speed up the clustering process.

3 Multilevel Graph Partitioning

Multilevel schemes [10, 7] are relatively fast and provide excellent partitions for a
wide variety of graphs. Formally, a multilevel scheme works as follows: consider
a weighted graph G0 = (V0, E0), with weights both on vertices and edges. A
multilevel graph partitioning algorithm consists of the following three phases,
illustrated in Figure 1.



582 L.J. Almeida, A.A. Lopes

Coarsening phase The graph G0 is transformed into a sequence of smaller
graphs G1, G2, ..., Gt such that |V0| > |V1| > |V2| > ... > |Vt|.

Partitioning phase A k-way partition Pt of the graph Gt = (Vt, Et) is com-
puted that partitions Vt into k parts.

Uncoarsening phase The partition Pm of Gt is projected back to G0 by going
through intermediate partitions Pt−1, Pt−2, ..., P1, P0.

Fig. 1. Multilevel Graph Partition Scheme [8]

3.1 Coarsening phase

In the Coarsening phase, the initial graph G0 is iteratively reduced to smaller
graphs, such that the number of vertices and edges decrease. Coarsen a graph
from Gi to Gi+1, set of vertices in Gi are combined to form supervertices in
Gi+1. In order to preserve the connectivity in the smaller graph, the edges of
supervertex are taken to be the union of the edges of corresponding vertices in
the previous graph. In the case where the vertices which form the supervertex
have common adjacent vertices, the edge between the supervertex and these
vertices will be the union of the old edges.

The subset of vertices pairs chosen to be collapsed can be formally defined
in terms of matchings. A matching of a graph is a set of edges, no two of which
are incident on the same vertex [7]. In the following we describe three criteria
for selecting the maximal matching. We notice that the complexity of the coars-
ening phase, O(|E|), where |E| is again the number of edges in the graph, is
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asymptotically similar to three methods, although the proportionality constant
of Modified heavy-edge matching is greater [8].

Random matching (RM) The random matching generates the maximal mat-
ching using a randomized algorithm. It works as follows. Initially, all vertices
in the graph are marked as unmatched. Then, the vertices are randomly
visited until all vertices are visited or the graph size desired reduction is
achieved. If an unmatched vertex v is selected for matching, we then seek
randomly one of its neighbors that has not been matched yet. If a vertex
u exists, we mark both vertices as matched and include the edge (v, u) in
matching.

Heavy-edge matching (HEM) The idea behind heavy-edge matching is to
reduce the edge-weight of the coarser graph by selecting a maximal matching
whose edges have large weight. A heavy-edge matching is, using a randomized
algorithm, similar to random matching. Let v be the selected vertex, and
H the subset of unmatched v’s neighbors. Heavy-edge matching selects for
matching the vertex u ∈ H, such that the edge (v, u) has greater weight.

Modified heavy-edge matching (MHEM) The Modified heavy-edge match-
ing is closely similar to heavy-edge matching. The difference occurs when
there are more than one maximal weight adjacent vertices. Let v be the se-
lected vertex, and H the subset of unmatched v’s neighbors with maximal
edge weight, and Wv−u the sum of the weights of the edges of u that con-
nect u to vertices adjacent to v. Modified Heavy-edge matching selects for
matching the vertex u ∈ H, such that Wv−u is maximized.

3.2 Partitioning phase

The partitioning phase of a multilevel scheme computes the partition Pt of the
coarser graph Gt. Various algorithms can be used to obtain the partition such as
iterative, hierarchical, divisive or agglomerative [4]. Since the size of the coarser
graph Gt is significantly smaller then the original one (depending on coarsening
stop criterion, |Vt| < 100), this step will spend a small amount of time [7].

Our implementation uses the Fast Modularity algorithm in this phase. The
algorithm is an agglomerative hierarchical method that seeks a greedy opti-
mization of modularity Q measure. As one feature, the method calculates the
modularity value along each step and it selects the partition of the step which
had the greater modularity value.

3.3 Uncoarsening phase

During the uncoarsening phase, the partition found out in partitioning phase
(Pt) is projected back through each level until the original graph is achieved.
Since each supervertex of Gi+1 should contain two or more distinct vertices
of Gi, we can obtain Pi by simply assigning to the collapse vertices the same
partition of supervertex in Pi+1. Even though Pi+1 is a local minima partition
of Gi+1, the projected partition Pi may not be at a local minima with respect
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to Gi . Since Gi is less coarse, it has more degrees of freedom that can be used
to improve Pi , and decrease the edge-cut. Hence, it may still be possible to
improve the projected partition of Gi−1 by local refinement heuristics [7].

4 Experiments

We have applied our algorithm on two scientific graphs: Netscience and CBR-
ILP-IR. The Netscience is a network of coauthorships between scientists [13].
The graph has a total of 1,589 vertices in it, representing scientists from a broad
variety of fields. As the graph has more than one component, only the 379
vertices and 914 edges falling in the largest connected were used. The CBR-ILP-
IR is a network of similarity between articles from three different topics: Case
Based Reasoning, Inductive Logic Programming and Information Retrieval. The
graph has a total of 574 vertices that represents documents, and the 19,213 edges
represent the similarity between the documents calculated using cosine similarity
measure.

We evaluated the proposed algorithm partitioning quality considering the
objective functions described in Section 2. We also considered the algorithm
runtime in milliseconds. The three matching schemes described in Section 3 were
implemented and used in Coarsening Phase for the two graphs. In Partitioning
Phase we used our Fast Modularity algorithm [6] implementation. We decided
using no refinement approach, so in the Uncoarsening Phase we simple assign to
inner vertices the same partition of Supervertex. The decision was taken because
we aimed to verify the effectiveness of using the Fast Modularity Algorithm on
the partitioning Phase. Adding a refinement algorithm would certainly improve
the quality performance, but it could hide an bad initial partition created by
the Fast Modularity. As the three approaches are based on random choices,
we repeated 100 times each run and we considered the measures average. The
experiments were perfomed on an Intel Xeon 2 GHz processor with 4GBytes of
RAM memory.

In Table 1 is presented the results of our experiments with Netscience and
CBR-ILP-IR data sets. For the both graphs, HEM and MHEM lead to partitions
whose quality measures are better than that ones produced by RM. HEM and
MHEM have similar overall quality. Nevertheless, all the three matching schemes
have worse quality results than that obtained by applying the Fast Modularity
algorithm on entire CBR-ILP-IR graph. The CBR-ILP-IR graph is denser than
Netscience, and for many edges, the weights values are similar. Thus, as the
matchings are performed at random, it could make unsuitable joins.

The variation of modularity Q is minimal, but it had a little increase when
it was used multilivel partitioning HEM or MHEM on NetScience. Otherwise, it
decrease a little on CBR-ILP-IR. On Netscience, the coarsening phase produced
reduced graphs for partitioning better than on CBR-ILP-IR, because of its spar-
sity. So, as the number of edges is smaller in reduced graph, the fractions eii and
eij are more meaningful for Fast Modularity. For both graph, the RM schemes
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produced low modularity values, which can be explain because RM tends do
produce graphs with larger edge-cut than HEM and MHEM.

In Figure 2 it’s shown a visualization of Netscience and CBR-ILP-IR graphs.
The regions limited by dashed lines represent the partitions founded by our
algorithm using HEM in coarsening phase, and Fast Community as partitioning
algorithm. In spite of the high number of edges, in Figure 2(a) we can see the
three different groups representing the three main areas CBR, ILP and IR. The
Netscience graph, Figure 2(b), has less edges, so it is clearer to we see each
of seven partitions founded by the our algorithm. Again the lines separate the
partitions, and the shape’s size indicates the vertex degree, which means how
many papers an author published with coauthors.

Table 1. Objectives functions values and elapsed algorithm runtime for CBR-ILP-IR
and Netscience data sets

CBR-ILP-IR None RM HEM MHEM

RAssoc(G) 161.37 84.57 120.34 122.81
RCut(G) 40.11 97.12 49.13 53.42
NCut(G) 0.63 1.44 0.69 0.76

Q 0.388 0.194 0.352 0.345

T ime(ms) 68514 24345 26276 26841

Netscience None RM HEM MHEM

74.83 30.86 34.62 35.35
5.64 2.69 1.84 1.87
1.19 0.58 0.38 0.39
0.462 0.463 0.478 0.477

22670 6422 5779 5895

(a) CBR-ILP-IR (b) Netscience

Fig. 2. Graph representing CBR-ILP-IR and Netscience data sets rendered by Prefuse
[14]. The colors represent the clustering found by the algorithm using HEM in Coars-
ening Phase and Fast Modularity in Partitioning Phase.
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We ran another experiment comparing Fast Modularity and HEM on two
other networks. The cond-2003 is a network of coauthorships between scientists
posting preprints on the Condensed Matter E-Print Archive between 1995 and
2003, and the cond-2005 which is an extension including postings until 2005
[15]. Both networks are available on Newman’s network datasets 1. The cond-
2003 network has 31,162 vertices and 116,181 edges, while cond-2005 has 40,420
vertices and 171,734 edges.

In Table 2 is presented the results of second experiment. For cond-2003 net-
work the modularity values produced by both algorithms are close, besides HEM
were a little better on cond-2005. For both networks, HEM runtime is smaller
than Fast Modularty. As our aim was to analise how runtime grows along with
the network size, we also plotted a graphic comparison between both algorithms
runtime as is shown in Figure 3. The points in each graphics are related to
the number of vertices (edges) in netscience, CBR-ILP-IR,cond-2003 and cond-
2005, respectively. Taking into account only the number of vertices in the network
the Fast Modularity’s runtime grows faster than HEM, Figure 3(a). The same
occurred when the runtimes was plotted against the number of edges, as it is
presented in Figure 3(b). However the HEM runtime grow curve tends to fit a
liner function in both graphics.

Performance is an important issue when we work on large graphs, and the
main advantage of our approach is the runtime reduction. On the evaluated
graphs the multilevel approach speed up the clustering tasks by factors from 2
to 7 compared to Fast Modularity algorithm.

Table 2. Modularity quality and elapsed algorithm runtime for cond-2003 and cond-
2005 networks

cond-2003 Fast Modularity HEM

Q 0.415 0.411

T ime(ms) 161399 25097

cond-2005 Fast Modularity HEM

0.397 0.406

338995 45444

5 Conclusion

In this paper we presented a method for clustering data represented as graphs.
The method follows a multilevel graph clustering schemes, making use of the Fast
Modularity algorithm in the partitioning phase. This approach has a considerable
speed advantage over direct applying the partitioning algorithm on an entire
graph. As the partitioning algorithm works on the reduced graph, the runtime
complexity is smaller than it would be if it was done on entire graph. So, we
observed that the entire method worst-time is O(|E|), which allow us to perform

1 http://www-personal.umich.edu/ mejn/netdata/
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(a) Runtime by number of vertices

(b) Runtime by number of edges

Fig. 3. Performance comparison of Fast Modularity and HEM

clustering in large graphs in a short time. Moreover, the method keeps partition
quality, since the coarser graph, on which the clustering algorithm is applied, is
built attempting to be a good representation of original one.

In our experiments, we evaluated the proposed algorithm on three different
graphs observing the runtime and four objectives measures. For the two graphs,
we compared the results of using multilevel partitioning RM, HEM and MHEM
against the original Fast Modularity Algorithm. HEM and MHEM produced
quality results close to Fast Modularity, but in much smaller runtime.

We consider that our method can also have the partitions quality improved
by applying a refinement algorithm on uncoarsening phase. The refinement al-
gorithm will allow to switch boundary vertices from a partition to other up-
grading an objective function, without increase the global worst-time. Another
interesting point of improvement is to modify Fast Modularity algorithm in the
Partitioning Phase to take into account edges weights.
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Abstract. This study presents an updated characterization of the Por-
tuguese Web derived from a crawl of 48 million contents composed by all
media types (2.5 TB of data), performed in March, 2008. The resulting
data was analyzed to characterize contents, sites and domains. Sites are
typically small and most IP addresses host a single site. The content
size and duplication rate vary according to media type. This study was
performed within the scope of the Portuguese Web Archive.

Key words: Portuguese Web Archive, Measurements, Characterization

1 Introduction

The Web is an important component of the modern world and a massive source
of information. Web characterization is important because it helps studying and
describing its evolution, but it is a challenging task due to the large amount of
contents involved and the complexity of relations that can be extracted from a
large crawl.

The results presented in this study are derived from a crawl performed within
the scope of the Portuguese Web Archive (PWA), a project of the Foundation
for National Scientific Computing (FCCN) that aims to preserve the information
published on the Portuguese Web [8]. One of the objectives of the PWA is to
monitor its evolution and periodically publish studies characterizing it. The main
contribution of this study is an updated characterization of the Portuguese Web,
presenting measurements for metrics that were not previously studied and that
can be used as baseline for future trend analysis.

This paper is organized as follows. Section 2 presents related work and Sec-
tion 3 presents the methodology adopted to conduct the experiment. Section 4,
5 and 6 characterize contents, sites and domains, respectively. Section 7 draws
the main conclusions and proposes future work.

2 Related work

Several studies characterizing national Webs have been published during the last
years. Baeza-Yates et al. characterized several national webs and compared the
results derived from 12 Web characterization studies, unveiling similarities and
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Status % Description
Code codes
200 85.2% Success - OK
302 7.2% Redirection - Found
404 5.1% Client Error - Not Found
301 1.3% Redirection - Moved Permanently
303 0.4% Redirection - See Other
403 0.2% Client Error - Forbidden
500 0.2% Server Error - Internal Server Error
400 0.2% Client Error - Bad Request
401 0.2% Client Error - Unauthorized
503 0.1% Server Error - Service Unavailable

Other 0.0% Other codes

Table 1. The 10 most common response codes.

differences between the collections [1]. Modesto et al. characterized the evolu-
tion of the Web of Brazil [16], making a comparison with the results previously
obtained by Veloso [20]. Zabicka and Matejka analysed the Czech Web archive,
performing a characterization of its contents [21]. Lasfargues et al. presented a
characterization of the French Web derived from a crawl performed in 2007 [15].

Previous studies contributed to characterize the Portuguese Web. Nicolau
et al. defined a set of metrics to characterize the Web within the national sci-
entific community network [18]. Noronha et al. performed a crawl of selected
online publications and characterized the obtained collection [19]. Gomes et al.
produced two previous characterizations of the Portuguese Web. One derived
from a crawl of 3.2 million textual contents performed in 2003 [10]. The other,
presented the most prevalent media types on the Portuguese Web, based on a
crawl performed in 2005 [7].

3 Methodology

The following terminology was adopted in this study. A crawler is a program
that iteratively downloads contents and extracts links to find new ones. A seed
is a URL used in the set of initial addresses to bootstrap a new crawl. A site
is identified by a fully qualified domain name. For instance, www.fccn.pt and
arquivo-web.fccn.pt are two different sites. A content is a file resulting from a
successful HTTP download (200 response code). The presented amounts of data
correspond to decimal multiples. For instance, 1 KB corresponds to 103 bytes.

The Web characterization results presented in this study were extracted from
a crawl of the Portuguese Web, containing information belonging to all media
types, performed by the PWA between March and May, 2008, using the Heritrix
1.12.1 crawler [17]. It started from a set of 180 000 seeds under the .PT domain,
generated from a previous crawl. Table 1 presents the 10 most logged response
codes. The total number of logged responses was 57 148 455. Some constraints
were imposed to prevent the crawler against hazardous situations that could
degrade its performance and bias results, such as spider traps, that are sites
that generate an infinite number of addresses [11].
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The following crawling constraints based on previous research results were
imposed to use effectively our resources and respect politeness best practices
toward servers [6]. The maximum number of URLs crawled per site was 10 000.
The maximum size per content was 10 MB. Logical URL depth measures the
number of hops from the entry page of a site to a given content. The maximum
logical depth imposed was 5. The physical URL depth measures the number of
slashes contained within a URL. For instance, the URL www.a.com/b/c.html
presents a physical depth value of 2. The maximum physical URL depth imposed
was 10. The exclusion rules can be provided through a file named robots.txt or
a meta-tag robots embedded on a page [12]. The crawler respected the rules
provided through both methods. Additionally, a courtesy pause of 2 seconds
between requests to the same site was respected to avoid overloading servers
with consecutive requests.

The boundaries of a national Web are difficult to define accurately [7]. How-
ever, country code top-level domains are a good hint that a site belongs to a
national Web. It was assumed that a content belongs to the Portuguese Web if
it met at least one of the following conditions:

1. Its site domain name was hosted under .PT;
2. It was hosted outside the .PT domain but it was embedded on a page hosted

under the .PT domain. For instance, if a page under .PT required an image
under .FR to be presented completely and maintain its original layout, that
image was also crawled and considered to be part of the Portuguese Web;

3. It was hosted outside the .PT domain but it was redirected from a .PT
domain site. This situation is frequent with sites of international companies
that register their domain under .PT but redirect to a main site under other
top-level domain.

4 Contents

The number of contents downloaded was 48 718 404 in a total amount of data
of 2.5 TB. The number of contents excluded due to robots exclusion rules was
9.4% of the total number of requests processed.

4.1 URL length and physical depth

The URL length of contents is a feature used in search engine ranking algorithms
to identify relevant results [4]. The URL length was counted as the number
of characters excluding the protocol element. For instance, in http://www.a.
com/b.php?f=2 only the www.a.com/b.php?f=2 string was considered. Thus,
this URL presents a length of 19 characters. Figure 1 presents the URL length
distribution. The obtained results show that 66% of the URLs have a length
between 40 and 80 characters. URLs that resulted in a successful download
presented a length varying from 5 to 2 072 characters. We inspected manually 10
of the longer URLs and they were all related to dynamically generated contents.
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Fig. 1. URL length distribution (avg:
74.5, median: 63).
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Fig. 2. URL physical depth distribu-
tion (avg: 2.5, median: 2).
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Fig. 3. Content size distribution in KB
(avg: 50.4, median: 13.6).

Media type Avg size
1 text/html 31 KB
2 app’n/pdf 483 KB
3 image/jpeg 36 KB
4 text/plain 212 KB
5 app’n/zip 1 540 KB
6 app’n/x-gzip 844 KB
7 audio/mpeg 2 576 KB
8 app’n/octet-stream 996 KB
9 app’n/x-shockwave-flash 144 KB
10 image/gif 9 KB

Table 2. Average size of the media types
that contributed with the larger amount
of data.

The URL physical depth is a characteristic that reflects the importance of
contents or the hierarchy of files, especially in sites with static contents. In a
site with static contents, a content located deep in the site is often less relevant
than one at the top [4]. Plus, deep URLs depths are associated with increased
link failures [14, 5]. URL physical depth distribution is important when setting
depth limits for crawling the Web. Figure 2 presents the URL physical depth
distribution and shows that 94.4% of the URLs have a depth between 1 and 5,
and only 5.6% have a depth between 6 and 10. The obtained results suggest that
Web publishers are not organizing contents on their sites following a tree direc-
tory hierarchy, because the large majority of the contents are found at shallow
levels of physical depth. Thus, relevance heuristics based on URL physical depth
may be compromised by this fact.

4.2 Media types and sizes

Analyzing content sizes is useful to estimate the resources required to create
Web data repositories. Figure 3 presents the distribution of content size. The
obtained results show that 99% of the contents present sizes lower than 512 KB.
The imposed maximum limit of 10 MB resulted in a total of 32 321 truncated
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Media type % contents
1 text/html 57.8%
2 image/jpeg 22.8%
3 image/gif 9.4%
4 text/xml 1.9%
5 app’n/pdf 1.9%
6 image/png 1.3%
7 text/plain 1.0%
8 app’n/x-shockwave-flash 0.7%
9 text/css 0.7%
10 app’n/x-javascript 0.5%
- Other 2.0%

Table 3. Top 10 media types measured
by number of downloaded contents.

Media type % data
1 text/html 35.4%
2 app’n/pdf 17.9%
3 image/jpeg 16.1%
4 text/plain 4.2%
5 app’n/zip 3.0%
6 app’n/x-gzip 2.7%
7 audio/mpeg 2.7%
8 app’n/octet-stream 2.4%
9 app’n/x-shockwave-flash 2.1%
10 image/gif 1.6%
- Other 11.9%

Table 4. Top 10 media types measured
by amount of data.

contents, which represents just 0.05% of the total downloaded contents. Table 2
presents the average size of the media types that contributed with the larger
amount of data.

There are hundreds of formats for digital contents and they all can be po-
tentially published on the Web. However, only some formats are commonly used
due to their characteristics, such as size or portability. It is interesting to follow
which are currently the most prevalent media types, for instance, to select soft-
ware format interpreters to include in mobile phone browsers that have limited
capacities in comparison to desktop computers. Table 3 and Table 4 present
the most prevalent media types regarding the number of contents and the total
amount of data, respectively. The text/html type was the most common, with
57.8% of the contents and 35.4% of the total amount of data downloaded. A
comparison between Table 3 and Table 4 shows that 6 media types exist in
both. However, their relative presence varies. For instance, the application/pdf
type occupies the 2nd position in Table 4 with 17.9% of the total amount of
data downloaded but the 5th position in Table 3 with 1.9% of the number of
downloaded contents.

4.3 Dynamically generated contents

There are contents dynamically generated on-the-fly when the Web server re-
ceives a request and that do not physically exist on disk [2]. We identified the
presence of dynamically generated contents through the analysis of URLs follow-
ing two approaches: embedded parameters and extension analysis. The former
is based on the existence of a question mark in the URL, which according to the
HTTP protocol indicates that the content received parameters from the client
to be generated. For instance, www.a.com/b.php?c=3 was assumed to be dy-
namically generated. The latter is based on the analysis of known extensions
for dynamically generated content technology - PHP: Hypertext Preprocessor,
Active Server Pages, JavaServer Pages, ColdFusion and Common Gateway Inter-
face. We assumed these extensions to begin with the strings .php, .asp, .jsp, .cfm,
.cgi. However, the presented methods have limitations and are unable to identify
dynamically generated contents on several situations. For instance, when con-
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Type % dynamic % total
contents contents

PHP: Hypertext Preprocessor (.php) 48.3% 22.4%
Active Server Pages (.asp) 21.6% 10.0%

JavaServer Pages (.jsp) 1.9% 0.9%
ColdFusion (.cfm) 0.6% 0.3%

Common Gateway Interface (.cgi) 0.4% 0.2%
Other 27.0% 12.5%

Table 5. Distribution of dynamically generated contents.

tents are served without filename extension, when seemingly static URLs that
contain no parameters reference dynamically generated contents or when con-
tents are dynamically generated in response to a request containing parameters
sent through the HTTP POST method. Thus, the obtained results should be
interpreted as the minimum percentage of dynamically generated contents on
the Web.

The obtained results show that 44.4% of the contents contained embedded
parameters. Table 5 presents the distribution of dynamically generated contents.
The 2nd column refers to the percentage of contents regarding the total number
of dynamically generated contents. The 3rd refers to the percentage of contents
regarding the total number of contents downloaded. The total number of contents
with known dynamic extensions was 33.8%. The PHP: Hypertext Preprocessor
technology was the most prevalent presenting 48.3% of the dynamic contents.
The total percentage of dynamically generated contents identified through both
methods was 46.3%.

4.4 Duplication

Despite the hypertextual capacities of the Web to reference and reuse contents
without performing physical duplication, contents available on the Web are not
unique. Duplicates occur when the same content is referenced by distinct URLs.
For instance, when contents are repeated in different directories of a site, phys-
ically duplicated across sites, or as it happens, for instance, with mirror sites.

During the crawl, a SHA1 digest was generated for each content and recorded
in the crawl log. This digest was used to measure content duplication. Measuring
duplication is useful to help choosing adequate storage systems according to
their duplicates elimination features [9]. Approximately 48.7 million downloaded
contents were crawled for 40 million different digests, which means that 17.7% of
the downloaded contents were referenced by distinct URLs, representing 15.2%
of the total amount of data downloaded.

Table 6 presents duplication distribution across media types. The 2nd column
presents the prevalence of each media type within the total set of duplicates. The
3rd column presents the prevalence of duplicates within each media type. The 4th

column presents the percentage of each media type duplicates that were found
within the same site. The objective of this analysis was to identify which media
types contributed with the larger amount of duplicates and if there were media
types more prone to be duplicated. The obtained results can be used to tune
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Media % total % dup within % dup within
type duplicates media type same site

text/html 38.1% 11.4% 72.9%
image/gif 23.3% 42.8% 44.4%

image/jpeg 19.4% 14.7% 46.6%
image/png 3.3% 44.9% 42.6%
text/plain 2.6% 45.0% 29.6%
app’n/pdf 2.5% 22.7% 20.1%
text/css 2.3% 58.4% 57.9%

app’n/x-shockwave-flash 2.0% 46.9% 86.4%
text/xml 1.7% 15.8% 71.0%

app’n/x-javascript 1.5% 57.6% 38.1%
Other 3.4% 28.8% -

Table 6. Distribution of media type prevalence regarding the total set of duplicates,
the percentage of duplicates within each media type and the percentage of duplicates
from each media type within the same site.

duplicates detection mechanisms according to the media type of the contents.
Duplication per media type is useful to define strategies for identifying duplicates
within a Web data repository or proxy because it allows to identify the media
types with higher probability of being duplicated or that generate higher volume
of duplicated information.

The obtained results show that the media types that contributed with the
larger number of duplicates are also the most common on the Web. However,
there is not a direct relation between the prevalence percentages for duplicates
and contents. For instance, GIF images are a stronger responsible for the amount
of duplicates on the Web than other media types because they represent 23.3% of
the duplicates but only 9.4% of the contents available on the Web. Empirically,
this result was not surprising because image icons are commonly copied across
sites. On the other hand, HTML contents are less prone to be duplicated because
only a small edition on their text or layout originates a new digest. The obtained
results also show that text/css and application/x-javascript presented the highest
levels of duplication with 58.4% and 57.6%, respectively. We found these results
surprising, so we randomly analyzed 20 text/css files and noticed that only 2
of them were unique within the crawl and 16 were repeated within the same
site or on its subdomains. According to Web design best practices [13], the
creation of independent files containing CSS or JavaScript code that are shared
by different pages enables code reuse which facilitates maintenance tasks, reduces
pages size and enables browsers to keep files locally on cache, without having
to download them to render each page. However, the obtained results show that
CSS and JavaScript contents are commonly duplicated instead of being reused,
presenting 57.9% and 38.1% of duplicates within the same site, inhibiting the
presented advantages.

Based on the obtained results, we conclude that some media types are more
prone to be duplicated than others.
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Fig. 4. Distribution of the total
amount of data downloaded per site
(avg: 6.8 MB, median: 71 KB).
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Fig. 5. Distribution of the number
of contents downloaded per site (avg:
134.9, median: 5).

5 Sites

A site was considered as being valid if it returned a 200 response code to at least
one request. The total number of sites visited was 484 398 and 74.6% of them
were valid. In the crawl, 125 393 sites had the file robots.txt, 34.7% of the total
number of sites that returned a 200 response code to at least one request.

5.1 Site size

The number of contents per site influences the crawler’s data partitioning of
its queues of URLs to visit [6]. Figure 4 presents the distribution of the total
amount of data downloaded per site and shows that 85% of the sites provided
between 1 KB and 10 MB of data. We analyzed the top 10 sites that served the
largest amount of data and they were data repositories, such as FTP sites, video
or Podcast archives.

Figure 5 presents the distribution of contents crawled per site. The obtained
results show that sites are typically small, 87% presented less than 100 contents.
Only 2% of the total sites contained more than 1 000 contents. Two relatively
large sites were found, one with 280 609 contents and another with 557 978
contents. They belonged to two blog platforms.

5.2 Successful responses

The percentage of successful responses returned by a site is an indicator of its
quality. A site that presents a large percentage of broken links or errors mines
the trust of its users.

Figure 6 presents the distribution of the percentage of sites across increasing
thresholds of successful responses. Redirects are used to maintain links to con-
tents that changed their addresses. The obtained results show that only 18% of
the visited sites returned OK responses to all of the requests but this percent-
age significantly increased to 39% when considering Successful and Redirection
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Fig. 6. Percentage of sites per successful request percentage. The left series regards the
OK responses and the right series regards the Successful and Redirection responses.

responses. This increase might be due to the existence of sites containing just
one URL which is a redirect. For instance, to redirect an old site domain to a
new one. Note that these single-URL sites present 100% successful responses.
The obtained results show that if these sites were excluded, the percentage of
sites presenting 100% successful responses would drop from 39% to 30.8%.

One may think that larger sites would be harder to maintain and should
present a higher rate of broken links. However, the correlation factor between
site size and OK responses was 0.06 and 0.04 for Successful and Redirection
responses. This shows that there is no relation between site size and successful
response percentage.

5.3 Sites hosted per IP address

Virtual hosts enable a single Web server to host several sites. We assumed that
each server is identified by an IP address.

The crawler logs do not include the IP address of the visited sites. Therefore,
we made a post-crawl resolution of the site names after the crawl had finished.
We were unable to resolve the name for 1.3% of the sites that were online during
the crawl. Regarding the distribution of sites hosted per IP address, the obtained
results show that 75% of the IP addresses host 1 site. Only 2% of the IP addresses
host more than 10 sites. On average, each IP address hosts 4 sites (median of 1).
We have found two IP addresses hosting over 30 000 sites each, both belonging
to SAPO, a Portuguese Internet and Web Service Provider.

Measuring the distribution of sites across IP addresses is useful to define
politeness policies for crawling. For instance, a crawler must be set to respect
a courtesy pause between requests to the same IP address or to the same site,
to avoid server overload. The obtained results show that, in general, crawling
courtesy pauses based on site name are adequate because most servers host a
single site.
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6 Domains

A national Web is not limited to the corresponding country code top-level do-
main. Archiving a national Web disregarding other top-level domains prevents
pages from being displayed correctly when those pages have embedded contents
hosted in other domains.

Figure 7 presents the number of contents, amount of data and sites per top-
level domain. The .PT domain was the most representative top-level domain,
with 85.8% of the contents downloaded, 87% of the amount of data downloaded
and 53.9% of the valid sites visited.

Figure 8 presents the number of contents, amount of data and sites per
second-level domain. The .SAPO.PT domain is private but appears before the
.COM.PT domain which is open for public registration. A possible explanation
for this fact is that SAPO is one of the largest communication companies in Por-
tugal with a network that hosts several popular radio and newspaper sites. It is
also an Internet Service Provider, hosting the personal Web pages from its users,
has a blog platform and was the first Portuguese Web portal. Higher education
institutions also play a significant role on the Portuguese Web, representing a
total of 7.9% of the number of contents and 12.6% of the total amount of data
downloaded. These results were obtained through a list of domains of higher
education institutions [3].

7 Conclusions and future work

This study presented an updated characterization of the Portuguese Web derived
from a crawl performed in 2008. The Portuguese Web contents are referenced by
long URL addresses that contain few directories within them. One explanation
for this fact is that approximately half of the Portuguese contents are dynam-
ically generated, using mainly the PHP technology. The prevalent media types
are HTML pages, JPEG and GIF images, representing 90% of the contents.



An Updated Portrait of the Portuguese Web 599

However, if we measure the total amount of data provided per each media type,
the dominant formats are HTML pages, PDF documents and JPEG images,
representing 69.4% of the total amount of data crawled. The content size and
duplication rate vary according to media type. In general, 99% of the contents
are smaller than 512 KB and 17.7% of the contents are referenced by distinct
URLs, which frequently occur on the same site. Prevalent media types are re-
sponsible for most of the duplicates. However, some media types that present
relatively small presence on the Web are very prone to be duplicated. An unex-
pected result was that duplication is prevalent among CSS and JavaScript files,
which are files that are supposed to be reused across pages.

Sites are typically small and the large majority of their contents are found at
shallow levels of physical depth (measured by the number of slashes within the
URL), which may compromise relevance heuristics based on URL depth. Half
of the sites presented a successful response rate bellow 80%. Most IP addresses
host a single site and only 2% host more than 10 sites.

Although most sites are referenced by their own second-level domain, the
obtained results show that a domain belonging to a private communication com-
pany hosts an important share of the Portuguese Web under their sub-domains.
Over 10% of the Portuguese Web contents were hosted under .COM because
they were embedded or redirected from contents hosted under the .PT domain.

The crawl log that was used in this study is available at http://arquivo.pt/
resources for research purposes. Future work will involve gathering statistics
extracted from content analysis over different metrics: accessibility for people
with disabilities, respect for format specifications and link structure analysis.
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Abstract. The temporal dimension of the web has been mostly ignored
when designing user interfaces for both searching and document brows-
ing. The dynamic nature of the web is invisible to the typical user despite
the fact that most web documents and sites change at a very rapid pace.
In this paper we present and describe visual extensions applied to both
individual web sites and search engines, that capture content activity
over time. This idea is implemented with a prototype that processes
publicly available web feeds to generate activity profiles and enhances
selected web sites using sparklines. These proposals bring a temporal
perspective to the user’s browsing experience.

1 Introduction

Previous research on web dynamics has shown that web documents change at a
very fast pace. Ntoulas et al. [4] have analyzed both content and link structure
evolution of web pages and found that, after one year, 50% of the content on
the web is new. Temporal information about web documents can be found either
as document-based or as web-based evidence. A detailed survey about possible
sources of temporal information on the web is presented in Nunes [5].

The use of temporal information in end-user interfaces has already been
addressed. In the context of personal information retrieval Dumais et al. [3]
found that time is an important information retrieval cue. In the field of web
search, Alonso et al. [2] have used timelines to improve the functionality of
search applications. They describe a prototype based on the DBLP bibliography
collection. Our work addresses the same problem, proposing a different approach
to bring temporal data to the web user’s interface. Also, we present a prototype
that works with live web data.

We have developed interface enhancements that use publicly available web
feeds to present content activity sparklines. We leverage on the idea of sparklines,
a type of information-rich graphics proposed by Tufte [6]. In the following sec-
tions we describe two types of UI improvements — website activity profiles and
search engine results enhancements.
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2 Activity Profiles

Web feeds are XML documents that provide information about content updates.
The Atom Syndication Format is a popular IETF standard for publishing web
feeds [1]. Typically, web feeds are structured in items containing a timestamp.
Using the timestamp information we are able to aggregate items by day to pro-
duce an activity profile. Figure 1 shows the activity profile of a blog as a sparkline
on the browser’s top left corner. Even though this profile is only based on 13
updates, it captures very clearly the blogger’s recent activity. Also highlighted
in the figure is the additional info available as a tooltip when the mouse hovers
the image.

Fig. 1. A blog’s activity profile with tooltip.

After conducting an informal survey over a large number of public websites,
we found that activity profiles for blogs and news feeds are intuitive and represent
an interesting extension to the standard UI. These client-side extensions bring
a temporal perspective to the user’s browsing experience.

3 Enhancing Search Results

Following upon the idea of using web feeds as a source of data for producing
activity profiles, we apply the same idea to current search engine interfaces. We
developed extensions for search engines focused in news and blogs, since these
typically include public web feeds. Figure 2 shows a set of live results from the
Icerocket Blog Search3 with activity sparklines presented next to each result. We
chose to use sparklines due to their high data density and small size, resulting
in a low visual impact in the typical web search results layout.

This interface element informs the end-user about the recent activity of each
result item. For instance, it is very easy to spot inactive blogs on a long list of
search results. On the other hand, it is easy to identify activity peaks related to
specific subjects.

3 http://www.icerocket.com/
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Fig. 2. Icerocket Blog Search with sparklines.

4 Prototype Development

The prototypes were developed using Greasemonkey4, a Javascript client-side
extension to the Firefox web browser. Our Greasemonkey scripts are activated
each time a web page is loaded. If available, public web feeds are automatically
discovered and parsed. This data is then used to produce a daily frequency count
of the feed’s activity. Finally, sparklines are drawn in real-time using the Google
Chart API5 and embedded in the document’s layout.

As shown in the previous screenshots, a tooltip is added to each sparkline
containing additional information about the feed’s activity. For each feed, the
tooltip provides details on the total number of posts, the total number of days
covered, the daily average and maximum value, along with the day of highest
activity. While the activity profile extension works on every site that publishes
a web feed, the search results extension only works on selected search engines
(e.g. Google Blog Search, IceRocket, Technorati).

All prototypes are available online at http://irlab.fe.up.pt/p/
sparkfeeds. These are fully functional prototypes that were successfully used as
a proof of concept in real-world scenarios. The main challenges faced during the
development of these extensions were the parsing of dates (due to the plethora
of possible “standards”) and the parsing of web documents for embedding the
sparklines.

4 http://www.greasespot.net/
5 http://code.google.com/apis/chart/
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5 Conclusions

Currently available web feeds can be used as a source of temporal information to
improve end-user web interfaces. We describe UI enhancements for both individ-
ual sites and search engine results. Also, we present fully functional prototypes
based on client-side extensions. Given the strong temporal nature of the web, we
feel that exposing temporal information to the final user presents several oppor-
tunities for UI developments. Google has recently launched a public experimental
interface that presents results on a timeline6.

Preliminary ad-hoc tests conducted with a small number of users resulted in
very positive feedback. This was particularly evident in open problems, where
the exploratory nature of the task is clearer. We plan to design and conduct users
studies as future work. For instance, we plan to evaluate if these enhancements
result in significant improvements when users try to complete specific tasks.
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Dias, Gaël S-610, S-622
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Pereira, António S-473

Pereira, Artur S-299
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